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#### Abstract

We show that the vertex visited last by a LexBFS has eccentricity at least $\operatorname{diam}(G)-2$ for house-hole-free graphs, at least $\operatorname{diam}(G)-1$ for house-hole-domino-free graphs, and equal to $\operatorname{diam}(G)$ for house-hole-domino-free and AT-free graphs. To prove these results we use special metric properties of house-hole-free graphs with respect to LexBFS. © 1999 Elsevier Science B.V. All rights reserved.
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## 1. Introduction and basic notions

All graphs $G=(V, E)$ in this paper are finite, undirected, connected and simple (i.e. without loops and multiple edges). The (open) neighborhood of a vertex $v$ is the set $N(v)=\{u \in V: u v \in E\}$ and the closed neighborhood is $N[v]=N(v) \cup\{v\}$. A path is a sequence of vertices $\left(v_{0}-\cdots-v_{l}\right)$ such that $v_{i} v_{i+1} \in E$ for $i=0, \ldots, l-1$; its length is $l$. An induced path is a path where $v_{i} v_{j} \in E$ iff $i=j-1$ and $j=1, \ldots, l$. A $k$-cycle $C_{k}$ is a path $\left(v_{0}-\cdots-v_{k}\right)$ such that $v_{0}=v_{k}$; its length is $k$. An induced cycle is a cycle where $v_{i} v_{j} \in E$ iff $|i-j|=1$ (modulo $k$ ). A hole is an induced cycle of length at least five.

The distance $\operatorname{dist}(v, u)$ between vertices $v$ and $u$ is the smallest number of edges in a path joining $v$ and $u$. The eccentricity $e(v)$ of a vertex $v$ is the maximum distance from $v$ to any vertex in $G$. The radius $\operatorname{rad}(G)$ is the minimum eccentricity of a vertex in $G$ and the diameter $\operatorname{diam}(G)$ is the maximum eccentricity. Distances in graphs and related graph theoretic parameters such as diameter and radius play an important role

[^0]in the design and analysis of networks in a variety of networking environments like communication networks, electric power grids, and transportation networks.

As yet, no fast algorithms for computing the diameter of an arbitrary graph, avoiding the computation of the whole distance matrix, have been designed. Linear-time algorithms are known only for trees [16], maximal outerplanar graphs [13], interval graphs [21,12], ptolemaic graphs [12], strongly chordal graphs [6], dually chordal graphs [1], distance-hereditary graphs [10,11] and for graphs of benzenoid systems [3].

Even for chordal graphs (a graph is chordal if it has no induced cycle of length at least 4) efficient computation of the diameter is an open problem [5], and it seems that the diameter problem on chordal graphs is not easier than 0,1 matrix multiplication. It can be shown that the diameter problem on chordal graphs is linear time reducible to the diameter problem on split graphs (a subclass of chordal graphs with only three possible values 1,2,3 for the diameter). Nevertheless, using Lexicographic-Breadth-First-Search (LexBFS) of Rose et al. [22], one can find "almost" diameter of a chordal graph in linear time; namely, the vertex numbered last by LexBFS has eccentricity equal to $\operatorname{diam}(G)$ or $\operatorname{diam}(G)-1$ (see [12]). Using LexBFS one can find also the diameter of interval graphs, ptolemaic graphs and almost the diameter of distance-hereditary graphs and weak bipolarizable graphs [12].

This result for interval graphs and ptolemaic graphs generalizes the well-known result for trees: the vertex of a tree $T$ visited last by Breadth-First-Search (BFS) has eccentricity $\operatorname{diam}(T)$. A linear-time algorithm for computing the diameter of a distance-hereditary graph $G$, presented in [11], first applies LexBFS to find a vertex with eccentricity at least $\operatorname{diam}(G)-1$ and then using only local search either improves this value by 1 or proves that this is the exact diameter of $G$.

Historically, LexBFS was designed to provide a linear-time recognition algorithm for chordal graphs [22]. Recently in [8] a very simple, optimal recognition algorithm for interval graphs was presented that uses four sweeps of LexBFS. Another linear-time recognition algorithm for interval graphs, developed in [15], is also based on LexBFS. In [7], two sweeps of LexBFS is used to find a dominating pair of AT-free graphs. Note that the interval graphs are exactly the AT-free chordal graphs [19]. A graph is called $A T$-free if it does not have an asteroidal triple, i.e. a set of three vertices such that there is a path between any pair of them avoiding the closed neighborhood of the third. A dominating pair of a graph is a pair $(x, y)$ of vertices such that, for any path $P$ connecting $x$ and $y$, every vertex $z$ either belongs to $P$ or has a neighbor in $P$. The authors of [7] have shown that the vertex numbered last by LexBFS forms together with some other vertex a dominating pair of an AT-free graph $G$. It is clear that this vertex again has eccentricity at least $\operatorname{diam}(G)-1$.

In this paper we extend the results on diameters of chordal graphs and interval graphs, mentioned above, to three (more general) graph classes: to HH-free graphs, to HHD-free graphs and to HHD-free and AT-free graphs.

A graph is HH -free if it does not contain a house or a hole as an induced subgraph. A graph is HHD-free if it does not contain a house, a hole or a domino as an induced subgraph (see Fig. 1). HHD-free graphs were introduced and investigated in


Fig. 1.
[18]. It was shown that $G$ is a HHD-free graph if and only if every ordering of the vertices of $G$ produced by LexBFS is semi-simplicial [18]. Some further properties of HH-free graphs with respect to LexBFS can be found in [4,9]. If a HHD-free graph does not contain the "A" of Fig. 1 as an induced subgraph then this graph is called weak bipolarizable [20]. A distance-hereditary graph is a HHD-free graph that does not contain 3-fan as an induced subgraph [17]. Chordal distance-hereditary graphs are exactly the ptolemaic graphs [17].

Recall that LexBFS orders the vertices of a graph by assigning numbers from $n=|V|$ to 1 in the following way: assign the number $k$ to a vertex $v$ (as yet unnumbered) which has lexically largest vector $\left(s_{n}, s_{n-1}, \ldots, s_{k+1}\right)$, where $s_{i}=1$ if $v$ is adjacent to the vertex numbered $i$, and $s_{i}=0$ otherwise. An ordering of the vertex set of a graph $G$ generated by LexBFS we will call a LexBFS-ordering.

Main results of this paper are the following.
Let $v$ be a vertex of $G$ numbered by " 1 " in some LexBFS.

- If $G$ is a HH-free graph then $e(v) \in\{\operatorname{diam}(G), \operatorname{diam}(G)-1, \operatorname{diam}(G)-2\}$.
- If $G$ is a $\operatorname{HHD}$-free $\operatorname{graph}$ then $e(v) \in\{\operatorname{diam}(G), \operatorname{diam}(G)-1\}$.
- If $G$ is a HHD-free and AT-free graph then $e(v)=\operatorname{diam}(G)$.

To prove these results we use special metric properties of HH-free graphs with respect to LexBFS.

## 2. LexBFS-orderings in $\mathbf{H H}$-free graphs

Let $\sigma=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ be an ordering of the vertex set of a graph $G$. We will write $a<b$ whenever in $\sigma$ vertex $a$ has a smaller number than vertex $b$. Moreover, $\left\{a_{1}, \ldots, a_{l}\right\}<\left\{b_{1}, \ldots, b_{k}\right\}$ is an abbreviation for $a_{i}<b_{j}(i=1, \ldots, l ; j=1, \ldots, k)$.

In what follows we will often use the following property (cf.[18]):
(P1) If $a<b<c$ and $a c \in E$ and $b c \notin E$ then there exists a vertex $d$ such that $c<d, d b \in E$ and $d a \notin E$.

It is well known that any LexBFS-ordering has property (P1) [14]. Moreover, any ordering obeying (P1) can be generated by LexBFS [2,12].

Let $G$ be a HH-free graph and $\sigma$ be a LexBFS-ordering of $G$. By $P_{4}$ we denote a path on four vertices.

Lemma 1. $G$ does not have any induced $P_{4}=(c-a-b-d)$ with $\{a, b\}<\{c, d\}$ in $\sigma$.

Proof. Assume by way of contradiction that there is an induced path $\left(x_{1}-x_{0}-y_{0}\right.$ $\left.-y_{1}\right)$ in $G$ such that $\left\{x_{0}, y_{0}\right\}<\left\{y_{1}, x_{1}\right\}$. We may choose such a path with largest $\operatorname{sum} \Sigma=\sigma\left(x_{0}\right)+\sigma\left(y_{0}\right)+\sigma\left(x_{1}\right)+\sigma\left(y_{1}\right)$ of the positions of $x_{0}, y_{0}, x_{1}, y_{1}$ in $\sigma$. Let also $y_{1}<x_{1}$.

Consider in $G$ an induced path $P=\left(x_{k}-\cdots-x_{1}-x_{0}-y_{0}-y_{1}-\cdots-y_{k}\right)(k \geqslant 1)$ such that $\left\{x_{0}, y_{0}\right\}<y_{1}<x_{1}<\cdots<y_{k-1}<x_{k-1}<y_{k}<x_{k}$ and if $k \geqslant 2$ then the following two conditions hold:

1. for each $i(0<i \leqslant k-1)$ and all $y>y_{i+1}, y x_{i-1} \in E$ if $y y_{i} \in E$;
2. for each $i(0<i \leqslant k-1)$ and all $x>x_{i+1}, x y_{i} \in E$ if $x x_{i} \in E$.

We will extend this path by vertices $y_{k+1}$ and $x_{k+1}$ as follows.
First apply (P1) to $x_{k-1}<y_{k}<x_{k}$ and get a vertex $y_{k+1}>x_{k}$ adjacent to $y_{k}$ but not to $x_{k-1}$. We may choose $y_{k+1}$ rightmost in $\sigma$, i.e. for every $y>y_{k+1}, y x_{k-1} \in E$ if $y y_{k} \in E$. We claim that $y_{k+1}$ is not adjacent to any $x_{i}(i=0, \ldots, k)$ and any $y_{i}(i=$ $0, \ldots, k-1$ ). Assume $y_{k+1} x_{k} \in E$. Since $G$ does not contain holes, the cycle formed by the induced path $P$ and edges $y_{k+1} x_{k}, y_{k+1} y_{k}$ must have chords. All these chords are incident to the vertex $y_{k+1}$. Since $y_{k+1} x_{k-1} \notin E$ and the length of this cycle is odd $(=2 k+3)$ we cannot avoid an induced house. Hence, $y_{k+1} x_{k} \notin E$. Let $y_{k+1} x_{i} \in E$ and $i$ be the largest index with this property. Evidently, $i \leqslant k-2$. Then the path $\left(y_{k+1}-x_{i}-x_{i+1}-x_{i+2}\right)$ is induced and $x_{i}<x_{i+1}<x_{i+2}<y_{k+1}$, contrary to maximality of $\Sigma$. Let now $y_{k+1} y_{i} \in E$ and $i$ be the smallest index with this property. If $i=0$ then we can replace $y_{1}$ with $y_{k+1}$ in the path $\left(x_{1}-x_{0}-y_{0}-y_{1}\right)$ and increase the sum $\Sigma$. So, $0<i \leqslant k-1$. From $y_{k+1} y_{i} \in E, y_{k+1} x_{i-1} \notin E$ and $y_{k+1}>y_{i+1}$ we get a contradiction with the condition 1 .

Now we apply (P1) to $y_{k}<x_{k}<y_{k+1}$ and get a vertex $x_{k+1}>y_{k+1}$ adjacent to $x_{k}$ but not to $y_{k}$. Again we may choose $x_{k+1}$ rightmost in $\sigma$, i.e. for every $x>x_{k+1}, x y_{k} \in E$ if $x x_{k} \in E$. We will show that in $P \cup\left\{y_{k+1}, x_{k+1}\right\}$ vertex $x_{k+1}$ is adjacent to $x_{k}$ only. Assume $y_{k+1} x_{k+1} \in E$. Since $G$ does not contain holes, the cycle formed by $P$ and edges $y_{k} y_{k+1}, y_{k+1} x_{k+1}, x_{k+1} x_{k}$ must have chords. They are all incident to $x_{k+1}$. Since $y_{k} x_{k+1} \notin E$ and $G$ does not contain an induced house, the vertex $x_{k+1}$ is adjacent to $x_{i}, y_{j}$ if and only if $i=k, k-2, k-4, \ldots$ and $j=k+1, k-1, k-3, \ldots$. We distinguish between two cases: $x_{0} x_{k+1} \in E$, i.e. $k$ is even, or $y_{0} x_{k+1} \in E$, i.e. $k$ is odd. First suppose that $x_{0} x_{k+1} \in E$. We have $x_{k+1}$ is adjacent to $y_{1}, x_{0}, x_{2}$ and not to $y_{0}, x_{1}$. Applying (P1) to $x_{0}<x_{1}<x_{k+1}$ we will find a vertex $t>x_{k+1}$ adjacent to $x_{1}$ but not to $x_{0}$. Since $t>x_{2}$ and $t x_{1} \in E$ from the condition 2 we have $t y_{1} \in E$. But then the vertices $t, y_{1}, y_{0}, x_{0}, x_{1}$ induce a house or a 5 -cycle, that is impossible. Suppose now $y_{0} x_{k+1} \in E$. Hence, $x_{k+1}$ is adjacent to $y_{0}, x_{1}, y_{2}$ and not to $y_{1}, x_{0}$. We apply (P1) to $y_{0}<y_{1}<x_{k+1}$ to get a vertex $t>x_{k+1}$ adjacent to $y_{1}$ and not to $y_{0}$. Since $t>y_{2}$ and $t y_{1} \in E$ from the condition 1 we have $t x_{0} \in E$. Furthermore $t x_{1} \notin E$, otherwise the
vertices $x_{1}, x_{0}, y_{0}, y_{1}, t$ induce a house. Now apply (P1) to $x_{0}<x_{1}<t$ and get a vertex $s>t$ adjacent to $x_{1}$ and not to $x_{0}$. Again, $s>x_{2}$ and the condition 2 give $s y_{1} \in E$. Since $s x_{0} \notin E$ and the path ( $x_{1}-x_{0}-y_{0}-y_{1}$ ) is induced, the vertices $s, x_{1}, x_{0}, y_{0}, y_{1}$ induce a house or a hole.

Hence, $y_{k+1} x_{k+1} \notin E$. Let $x_{k+1} y_{i} \in E$ and $i$ be the largest index with this property. Evidently, $i \leqslant k-1$. Then the path $\left(x_{k+1}-y_{i}-y_{i+1}-y_{i+2}\right)$ is induced and $y_{i}<y_{i+1}<y_{i+2}<x_{k+1}$, contrary to maximality of $\Sigma$. Let now $x_{k+1} x_{i} \in E$ and $i$ be the smallest index with this property. If $i=0$ then we can replace $x_{1}$ with $x_{k+1}$ in the path $\left(x_{1}-x_{0}-y_{0}-y_{1}\right)$ increasing $\Sigma$. So, $0<i \leqslant k-1$. From $x_{k+1} x_{i} \in E, x_{k+1} y_{i} \notin E$ and $x_{k+1}>x_{i+1}$ we get a contradiction with the condition 2 .

Thus, we have extended the path $P$ by vertices $y_{k+1}$ and $x_{k+1}$. Since $G$ is finite, at a certain step we will arrive at a contradiction.

In Lemma 1 the condition that $G$ is HH -free is essential. In Fig. 1 a LexBFS-ordering of the house is given for which a forbidden-induced (ordered) $P_{4}$ occurs. It is easy to see also that any LexBFS-ordering of a hole produces a forbidden induced $P_{4}=$ (3-1-2-4).

Lemma 2. Let $a, b, c$ be three distinct vertices of $G$ such that $a<\{b, c\}, a b, a c \in E$ and $b c \notin E$. Then there is a vertex $d>\{b, c\}$ adjacent to $b$ and $c$ but not to $a$.

Proof. Assume without loss of generality, that $b<c$. Applying (P1) to $a<b<c$ gives a vertex $d>c$ adjacent to $b$ but not to $a$. Since $\{a, b\}<\{c, d\}$, by Lemma 1, the vertices $d$ and $c$ must be adjacent.

Let $P=\left(x_{0}-x_{1}-\cdots-x_{k-1}-x_{k}\right)$ be an arbitrary path of $G$ and $\sigma$ be an ordering of the vertex set of this graph. The path $P$ is monotonic (with respect to $\sigma$ ) if $x_{0}<x_{1}<\cdots<x_{k-1}<x_{k}$ holds whenever $x_{0}<x_{k}$, and $P$ is convex if there is an in$\operatorname{dex} i(1 \leqslant i<k)$ such that $x_{0}<x_{1}<\cdots<x_{i-1}<x_{i}>x_{i+1}>\cdots>x_{k-1}>x_{k}$. Then $x_{i}$ is called the switching point of the convex path $P$. Let now $P=\left(x_{0}-\cdots-x_{k}\right)$ be a shortest path of $G$ connecting $x_{0}$ and $x_{k}$. We say that $P$ is a rightmost shortest path if the sum $\sigma\left(x_{0}\right)+\sigma\left(x_{1}\right)+\cdots+\sigma\left(x_{k}\right)$ of the positions of $x_{0}, \ldots, x_{k}$ in $\sigma$ is largest among all shortest paths connecting $x_{0}$ and $x_{k}$.

Let $G$ be a HH-free graph and $\sigma$ be a LexBFS-ordering of $G$.
Lemma 3. Every rightmost shortest path of $G$ is either monotonic or convex.

Proof. Assume that a rightmost shortest path $P=\left(x_{0}-\cdots-x_{k}\right)$ has a vertex $x_{j}$ with $(1 \leqslant j<k)$ such that $x_{j-1}>x_{j}<x_{j+1}$. Since $x_{j-1} x_{j+1} \notin E$, by Lemma 2, there exists a vertex $y>x_{j}$ adjacent to both $x_{j-1}$ and $x_{j+1}$. But this contradicts to the assumption that $P$ is a rightmost shortest path.

Lemma 3 is implicitly contained in [3], where paths similar to rightmost shortest paths are used. We refine this lemma by the following result.

Lemma 4. Let $P=\left(x_{0}-\cdots-x_{k}\right)$ be a rightmost shortest path in $G$ which is convex and $x_{i}$ be the switching point of $P$. Furthermore, let $x_{0}<x_{k}$. Then
(1) $\operatorname{dist}\left(x_{0}, x_{i}\right) \geqslant \operatorname{dist}\left(x_{k}, x_{i}\right)$ and
(2) if $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k}, x_{i}\right)$, i.e. $k=2 i$, then $x_{0}<x_{k}<\cdots<x_{j}<x_{k-j}<\cdots$ $<x_{i-1}<x_{i+1}<x_{i}$.

Proof. We prove the assertion by induction on $k$. Note that any subpath of a rightmost shortest path is again a rightmost shortest path.

For $k=2$, evidently $x_{0}<x_{2}<x_{1}$ holds. So, let $k \geqslant 3$. Since $P$ is convex we have $x_{k}<x_{k-1}$ and hence $x_{0}<x_{k-1}$. By induction hypothesis, $\operatorname{dist}\left(x_{0}, x_{i}\right) \geqslant \operatorname{dist}\left(x_{k-1}, x_{i}\right)$. If $\operatorname{dist}\left(x_{0}, x_{i}\right)>\operatorname{dist}\left(x_{k-1}, x_{i}\right)+1$ then $\operatorname{dist}\left(x_{0}, x_{i}\right)>\operatorname{dist}\left(x_{k}, x_{i}\right)$, and we are done. Now we distinguish between two cases: $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k-1}, x_{i}\right)$ or $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k-1}, x_{i}\right)$ +1 . We show that the first case is impossible.

Let $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k-1}, x_{i}\right)$. By induction hypothesis we have $x_{0}<x_{k-1}<x_{1}<\cdots$ $<x_{j}<x_{k-j-1}<\cdots<x_{i-1}<x_{i+1}<x_{i}$. Moreover, from $x_{k}<x_{k-1}$ we conclude $x_{k}<x_{1}$. Applying (P1) to $x_{0}<x_{k}<x_{1}$ gives a vertex $t>x_{1}$ adjacent to $x_{k}$ but not to $x_{0}$. Since $x_{k-1}<t$ and $P$ is rightmost $t x_{k-2} \notin E$. From $x_{k}<x_{k-1}<\left\{x_{k-2}, t\right\}$ and Lemma 1 the vertices $t$ and $x_{k-1}$ must be adjacent. Since $x_{k-1}<\left\{x_{k-2}, t\right\}$ and $x_{k-2}, t \notin E$, by Lemma 2, there exists a vertex $s>\left\{t, x_{k-2}\right\}$ adjacent to $x_{k-2}, t$ and not to $x_{k-1}$. Furthermore, $x_{k} s \notin E$, otherwise $P$ is not rightmost (note that $s>x_{k-1}$ ). But then $s, t, x_{k}, x_{k-1}, x_{k-2}$ induce a house, a contradiction.

Assume now that $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k-1}, x_{i}\right)+1$, i.e. $\operatorname{dist}\left(x_{0}, x_{i}\right)=\operatorname{dist}\left(x_{k}, x_{i}\right)$. For the rightmost shortest path $\left(x_{1}-x_{2}-\cdots-x_{k-1}, x_{k}\right)$ with the switching point $x_{i}$ we have $\operatorname{dist}\left(x_{1}, x_{i}\right)<\operatorname{dist}\left(x_{k}, x_{i}\right)$. Hence, by induction hypothesis, $x_{1}>x_{k}$ must hold. If also $x_{k-1}<x_{1}$ then, using the same arguments as above, we can construct a house induced by $\left\{x_{k}, x_{k-1}, x_{k-2}\right\}$ and two additional vertices $t$ and $s$. Therefore, $x_{k-1}>x_{1}$. Since $\operatorname{dist}\left(x_{1}, x_{i}\right)=\operatorname{dist}\left(x_{k-1}, x_{i}\right)$, by induction, we obtain $x_{1}<x_{k-1}<\cdots<x_{j}<x_{k-j} \cdots$ $<x_{i-1}<x_{i+1}<x_{i}$. With this and $x_{0}<x_{k}<x_{1}$ we complete the proof.

## 3. Approximation of the diameter of a $\mathbf{H H}$-free graph

A subgraph $H$ of a graph $G$ is isometric if the distance between any pair of vertices in $H$ is the same as that in $G$.

Let $v$ be the first vertex of a LexBFS-ordering of a HH-free graph $G$.

Lemma 5. For every two vertices $x$ and $y$ of $G$ such that $\operatorname{dist}(x, v)=\operatorname{dist}(y, v)=p$, $\operatorname{dist}(x, y) \leqslant p+2$ holds. Moreover, if $\operatorname{dist}(x, y)=p+2$, then $p$ is even, say $p=2 k$, and $G$ contains an induced subgraph isomorphic to the graph $H_{k-1}$ from Fig. 2.

Proof. Assume that $\operatorname{dist}(x, y) \geqslant p+2$. Consider in $G$ rightmost shortest paths $P_{x}$ and $P_{y}$, connecting vertex $v$ with vertices $x$ and $y$, respectively. Let $a$ be the common vertex of the paths $P_{x}$ and $P_{y}$ furthest from $v$. Since a subpath of a rightmost shortest
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path is again a rightmost shortest path, paths $P_{x}$ and $P_{y}$ coincide in the part from $v$ to $a$ and do not have any other common vertices. Denote the common subpath of those paths by $P_{a}$.

By Lemma 3, $P_{x}$ and $P_{y}$ are monotonic or convex. First, we show that these paths cannot have a switching point on the subpath $P_{a}$. Assume by way of contradiction that a vertex $z$ of $P_{a}$ is the switching point of $P_{x}$ and $P_{y}$. Then, by Lemma 4, we obtain $\operatorname{dist}(v, z) \geqslant \operatorname{dist}(x, z)=\operatorname{dist}(y, z)=p-\operatorname{dist}(v, z)$. Hence, $p \leqslant 2 \operatorname{dist}(v, z) \leqslant 2 \operatorname{dist}(v, a)$, i.e. $p-2 \operatorname{dist}(v, a) \leqslant 0$. Thus, $p+2 \leqslant \operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, a)+\operatorname{dist}(a, y)=2 \operatorname{dist}(x, a)=2 p-$ $2 \operatorname{dist}(v, a)) \leqslant p$, a contradiction.

Let now $b$ and $c$ be the neighbors of $a$ in the paths $P_{x}$ and $P_{y}$, respectively, which do not belong to the path $P_{a}$ (see Fig. 3). Assume that $b<c$. We claim that $b$ is the switching point of the path $P_{x}$. If this is not the case, we will have $a<b<\{c, d\}$, where $d$ is the neighbor of $b$ in the path $P_{x}$ distinct from $a$. Since $P_{x}$ is rightmost and $b<c$, vertices $d$ and $c$ are not adjacent. Applying Lemma 1 to $a<b<\{c, d\}$ we get $b c \in E$. Moreover, from $b<\{d, c\}, d c \notin E$ and Lemma 2 we will find a vertex $t>\{c, d\}$ adjacent to $c, d$ and not to $b$. The vertices $t$ and $a$ are not adjacent, otherwise $P_{x}$ is not rightmost. Then $\{a, b, c, d, t\}$ induce a house, that is impossible.

So, $P_{x}$ is a convex path and $b$ is the switching point of $P_{x}$. By Lemma $4, \operatorname{dist}(v, b) \geqslant$ $\operatorname{dist}(x, b)=p-\operatorname{dist}(v, b)$. Hence, $p \leqslant 2 \operatorname{dist}(v, b)=2 \operatorname{dist}(v, a)+2$, i.e. $p-2 \operatorname{dist}(v, a)$ $\leqslant 2$. Thus, $p+2 \leqslant \operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, a)+\operatorname{dist}(a, y)=2 \operatorname{dist}(x, a)=2 p-2 \operatorname{dist}(v, a) \leqslant$
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$p+2$, i.e. $\operatorname{dist}(x, y)=\operatorname{dist}(x, a)+\operatorname{dist}(a, y)=2 \operatorname{dist}(x, a)=p+2, p$ is even $($ say $p=2 k)$, and the graph from Fig. 3 is an isometric subgraph of $G$.

It remains to construct an induced subgraph of $G$ isomorphic to the graph $H_{k-1}$. Since $P_{x}$ is convex, $b$ is the switching point of $P_{x}$ and $\operatorname{dist}(v, b)=\operatorname{dist}(x, b)$, by Lemma 4, we have $a<d<b$. Applying (P1) to $a<d<c$ and Lemma 2 to $a<\{b, c\}$, $b c \notin E$ give vertices $s>c$ and $t>c$ such that $a s, a t \notin E, s$ is adjacent to $b, c$, and $t$ is adjacent to $d$ (see Fig. 4(a)). We choose the vertices $s$ and $t$ rightmost in $\sigma$. From distance requirements $s d, s f, t c, t f \notin E$ holds.

Assume that $t b \in E$. Then $t s \notin E$, otherwise we will have an induced house formed by $t, b, s, a, c$. So, we can apply Lemma 2 to $b<\{t, s\}$ and find a vertex $z>\{t, s\}$ adjacent to $t, s$ and not to $b$. To avoid a house induced by $d, b, s, z, t$, the vertices $d$ and $z$ must be adjacent. From the choice of $t$ we conclude $z a \in E$. Hence, the path $P_{x}$ is not rightmost - a contradiction. So, $t b \notin E$ and since $\{d, b\}<\{t, s\}$, by Lemma $1, t$ and $s$ must be adjacent.

Claim 1. If there exists a vertex $g$ adjacent to $s, f$ and not to $a$, then $G$ has an induced subgraph isomorphic to $H_{k-1}$.

Proof. Since the graph from Fig. 3 is an isometric subgraph of $G$ we have $g b, g d$, $g t \notin E$. Furthermore, $g c \notin E$, otherwise $g, s, c, a, b$ induce a house. To see now that the vertices of the graph from Fig. 3 together with $s, t$ and $g$ induce $H_{k-1}$ (see Fig. 4(b)), it is enough from distance requirements to show that $s a^{\prime} \notin E$. But this is immediate, because $s>a$ and $P_{x}$ is rightmost.

So, we may assume that $g a \in E$ for every vertex $g$ adjacent to both $f$ and $s$. Moreover, since $P_{y}$ is rightmost, for every such vertex $g, g<c$ must hold. From this we infer also that $c>f$, otherwise Lemma 2, applied to $c<\{s, f\}$ and $s f \notin E$, gives a vertex $g>c$ adjacent to both $s$ and $f$. Hence, the path $P_{y}$ is convex too, and $c$ is the switching point of $P_{y}$. By Lemma $4, a<f<c$ holds.

Claim 2. For every vertex $g$ adjacent to $f, g \leqslant c$ holds.
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Proof. If $g>c$ then from the previous discussion $g$ and $s$ cannot be adjacent. Hence, by Lemma $1, g$ is adjacent to $c$ (note that $\{c, f\}<\{s, g\}$ ). Now we have $c<\{s, g\}$ and $g s \notin E$. By Lemma 2 there exists a vertex $z>\{s, g\}$ adjacent to $s, g$ and not to $c$. To avoid a house induced by $z, s, g, c, f$ we must have $z f \in E$. But then the vertex $z$ with $z>c$ adjacent to both $s$ and $f$, a contradiction.

From this claim we deduce that $f<b$, otherwise (P1) applied to $b<f<s$ will give a vertex $g>s>c$ adjacent to $f$. Now we apply (P1) to $a<f<b$ and find a vertex $g>b$ adjacent to $f$ and not to $a$. Hence $s g \notin E$ and $g<c$. Then we can apply (P1) to $b<g<s$ and get a vertex $u>s$ adjacent to $g$ and not to $b$. Since $u>c$, by Claim 2, uf $\notin E$. If $u a \in E$ then (P1) applied to $a<b<u$ will give a vertex $p>u$ adjacent to $b$ and not to $a$. From $\{a, b\}<\{c, p\}$ and Lemma 1 the vertices $p$ and $c$ must be adjacent. But since $p>s$ this contradicts to the choice of $s$. So, $u$ and $a$ cannot be adjacent. We have $a<\{d, f\}<b<g<c<\{s, t\}$ and $s<u$.

Assume $g c \in E$. Then $\{c, g\}<\{s, u\}$ and Lemma 1 yield $u c \in E$ or $u s \in E$. If $u s \in E$ we obtain an induced house formed by $s, u, g, c, f$ when $u c \notin E$ or by $u, s, c, b, a$ otherwise. Hence, $s u \notin E$ and $u c \in E$. Applying now Lemma 2 to $c<\{s, u\}, s u \notin E$ we find a vertex $q>\{s, u\}$ adjacent to $u, s$ and not to $c$. To avoid an induced house, $q$ must be adjacent to $g$. By Claim 2, the vertex $q$ with $q>c$ cannot be adjacent to $f$. Hence, $q, s, g, c, f$ induce a house.

Thus, $g c \notin E$. From $\{f, g\}<\{c, u\}$ and Lemma 1 we infer $u c \in E$. Furthermore, $u s \notin E$, otherwise we will have an induced house. From $\operatorname{dist}(f, d)=4$ we deduce $g b, g d, g t, u d \notin E$. If $u t \in E$ then we obtain an induced 6 -cycle, that is impossible. Hence, $u t \notin E$ too. So, we have constructed an induced subgraph of $G$ isomorphic to the graph from Fig. 5. Then $t<s$ must hold, since otherwise $\{s, c\}<\{t, u\}$ and a contradiction to the Lemma 1 arises.

Claim 3. For every vertex $z$ adjacent to $d, z \leqslant t$ holds.

Proof. If $z>t$ then from the choice of $t$ vertices $a$ and $z$ must be adjacent. But then the path $P_{x}$ is not rightmost since $z>t>b$.

Now we apply Lemma 2 to $c<\{s, u\}$ and (P1) to $c<t<u$ and get vertices $q$ and $p$ such that $u<\{q, p\}, q c, p c \notin E$ and $q s, q u, p t \in E$. Moreover, Claim 3 gives


Fig. 6.
$p d, q d \notin E$. If $q \neq p$ then, by Lemma 1 , from $\{t, s\}<\{q, p\}$ we obtain $p s \in E$ or $t q \in E$ or $p q \in E$. If $p=q$ or $t q \in E$ or $p s \in E$ then, to avoid an induced house formed by $z, t, s, d, b$ where $z \in\{p, q\}$, we must have $z b \in E$. For the path $(z-b-a-c)$ with $\{b, a\}<\{z, c\}$ and $b c, z c \notin E$, by Lemma 1 , we have $z a \in E$. But then vertices $z, t, d, b, a$ induce a house. Finally, we have $p q \in E$ and $t q, p s \notin E$. Since $G$ is an HH-free graph cycle $(p-t-d-b-a-c-u-q-p)$ of $G$ must have chords. All these chords are incident either to $p$ or to $q$. From $d p, d q, t q \notin E$ we deduce that $p$ and $b$ must be adjacent. Now we can proceed as before and get that the vertices $a$ and $p$ must be adjacent, obtaining in this way an induced house formed by $p, t, d, b, a$.

Corollary 6. For every two vertices $x$ and $y$ of $G$, $\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v)$, $\operatorname{dist}(y, v)\}+2$ holds. Moreover, if $G$ does not contain the graph $H_{0}$ as an isometric $\operatorname{subgraph}$, then $\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v), \operatorname{dist}(y, v)\}+1$.

Proof. Assume that $\operatorname{dist}(x, v) \geqslant \operatorname{dist}(y, v)$, and let $z$ be a vertex from a shortest path connecting vertices $x$ and $v$, and such that $\operatorname{dist}(y, v)=\operatorname{dist}(z, v)$. By Lemma 5, $\operatorname{dist}(y, z) \leqslant \operatorname{dist}(z, v)+2$. Hence, $\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, z)+\operatorname{dist}(z, y) \leqslant \operatorname{dist}(x, z)+\operatorname{dist}(z, v)$ $+2=\operatorname{dist}(x, v)+2$. Furthermore, if $\operatorname{dist}(x, y)=\operatorname{dist}(x, v)+2$ then $\operatorname{dist}(y, z)=\operatorname{dist}(z, v)+2$, and hence $G$ contains the graph $H_{0}$ as an induced subgraph. Let $H_{0}$ be induced by vertices $a, b, c, d, s, f, t, g$ as shown in Fig. 6. From the proof of Lemma 5 we have $\operatorname{dist}(a, d)=\operatorname{dist}(a, f)=2$ and $\operatorname{dist}(f, d)=4$. To see that $H_{0}$ is an isometric subgraph of $G$, we need only to show that $\operatorname{dist}(t, a)=\operatorname{dist}(g, a)=3$. Assume $\operatorname{dist}(t, a)=2$, and let $w$ be a common neighbor of $a$ and $t$. To avoid an induced cycle $C_{5}$ or an induced house, vertex $w$ must be adjacent to all vertices of $H_{0}$. Hence, a contradiction to $\operatorname{dist}(f, d)=4$ arises. Thus, if $G$ does not contain the graph $H_{0}$ as an isometric subgraph, then $\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, v)+1$.

Corollary 7. If $e(v)=2$ then $\operatorname{diam}(G) \leqslant 3$.
Proof. Assume $\operatorname{diam}(G)=4=\operatorname{dist}(x, y)$. Then we have $\operatorname{dist}(x, v)=\operatorname{dist}(y, v)=2$. By Lemma 5, vertices $v, x, y$ together with some vertices $b, c, s, t, g$ induce a subgraph isomorphic to the graph $H_{0}$. As we have shown in the proof of Corollary $6, H_{0}$ is an isometric subgraph of $G$. But then, $\operatorname{dist}(v, t)=3$ contradicts $e(v)=2$.

Theorem 8. Let $v$ be the first vertex of a LexBFS-ordering of a HH-free graph $G$. Then $e(v) \in\{\operatorname{diam}(G), \operatorname{diam}(G)-1, \operatorname{diam}(G)-2\}$.

Moreover, if $G$ does not contain the graph $H_{0}$ as an isometric subgraph then $e(v) \in\{\operatorname{diam}(G), \operatorname{diam}(G)-1\}$.

Proof. Let $x$ and $y$ be vertices of $G$ such that $\operatorname{dist}(x, y)=\operatorname{diam}(G)$. By Corollary 6, $\operatorname{diam}(G)=\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v), \operatorname{dist}(y, v)\}+2 \leqslant e(v)+2 \leqslant \operatorname{diam}(G)+2$, i.e. $\operatorname{diam}(G)-2 \leqslant e(v) \leqslant \operatorname{diam}(G)$. Analogously, if $G$ does not contain the graph $H_{0}$ as an isometric subgraph, then $\operatorname{diam}(G)-1 \leqslant e(v) \leqslant \operatorname{diam}(G)$.

Notice that the result of Theorem 8 is sharp. The graph $H_{1}$ from Fig. 6 is HH -free, but the first vertex of LexBFS-ordering $\sigma=(v, y, x, a, f, d, b, c, g, t, s)$ has the eccentricity $\operatorname{diam}(G)-2$; namely, $e(v)=\operatorname{dist}(v, x)=4=\operatorname{dist}(x, y)-2=\operatorname{diam}(G)-2$.

## 4. Approximation of the diameter of a HHD-free graph

Let $\sigma$ be a LexBFS-ordering of a HHD-free graph $G$ and $v$ be the first vertex in $\sigma$. For HHD-free graphs, the following stronger version of Lemma 1 holds (see [18]).

Lemma 9 (Jamison and Olariu [18]). $G$ does not have any induced $P_{4}=(c-a-b-d)$ with $a<\{b, c, d\}$.

Lemma 10. For every two vertices $x$ and $y$ of $G$ with $\operatorname{dist}(x, v)=\operatorname{dist}(y, v)=p$, $\operatorname{dist}(x, y) \leqslant p+1$ holds. Moreover, if $\operatorname{dist}(x, y)=p+1 \geqslant 3$, then $G$ contains one of the graphs from Fig. 7 as an isometric subgraph.

Proof. That $\operatorname{dist}(x, y) \leqslant p+1$ follows from Lemma 5. Assume now that $\operatorname{dist}(x, y)=$ $p+1 \geqslant 3$ and consider, as in the proof of Lemma 5, rightmost shortest paths $P_{x}$ and $P_{y}$, connecting $v$ with $x$ and $y$, respectively. Let again $a$ be the common vertex of the paths $P_{x}$ and $P_{y}$ furthest from $v$, and $b, c$ with $b<c$ be the neighbors of $a$ in the paths $P_{x}$ and $P_{y}$, respectively (see Fig. 3). Since $G$ is HH-free (even HHD-free) again one can show that $P_{x}$ is a convex path of $G$ and $b$ is the switching point of $P_{x}$. By Lemma 4, we have $\operatorname{dist}(v, b) \geqslant \operatorname{dist}(x, b)=p-\operatorname{dist}(v, b)$.

Claim 4. If $\operatorname{dist}(v, b)>\operatorname{dist}(x, b)$, then $G$ contains the graph (a) of Fig. 7 as an isometric subgraph.

Proof. If $\operatorname{dist}(v, b)>\operatorname{dist}(x, b)$ then $p<2 \operatorname{dist}(v, b)=2 \operatorname{dist}(v, a)+2$, i.e. $p-2 \operatorname{dist}(v, a)$ $<2$. Hence, $p+1=\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, a)+\operatorname{dist}(a, y)=2 \operatorname{dist}(x, a)=2 p-2 \operatorname{dist}(v, a)<p+$ 2, i.e. $\operatorname{dist}(x, y)=\operatorname{dist}(x, a)+\operatorname{dist}(a, y)=2 \operatorname{dist}(x, a)=p+1, p$ is odd, and the graph from Fig. 3 is an isometric subgraph of $G$. Since $a<\{b, c\}$ and $b c \notin E$, by Lemma 2, there exists a vertex $s>\{b, c\}$ adjacent to $b, c$ and not to $a$. From distance requirements we infer $s d$, $s f \notin E$ (recall that $p \geqslant 3$ and hence the vertices $d, f, a^{\prime}$ exist).
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Also $s a^{\prime} \notin E$ holds, otherwise $P_{x}$ is not rightmost. To see now that $a^{\prime}, a, b, c, d, f$ and $s$ (see Fig. 3) induce the graph (a) of Fig. 7 as an isometric subgraph, we need only to show that $\operatorname{dist}\left(s, a^{\prime}\right)=3$. Assume $\operatorname{dist}\left(s, a^{\prime}\right)=2$, and let $z$ be a common neighbor of $a^{\prime}$ and $s$ rightmost in $\sigma$. To avoid an induced 5-cycle or an induced house, vertex $z$ must be adjacent to $a, b, c$. Since $P_{x}$ is rightmost and $z b, z a^{\prime} \in E$ we must have $z<a$. Applying (P1) to $z<a<s$ we get a vertex $u>s$ adjacent to $a$ and not to $z$. From $z<\{a, s, u\}, z u, a s \notin E$ and Lemma 9 vertices $s$ and $u$ must be adjacent. We have also $a^{\prime} u \notin E$, otherwise a contradiction to the choice of $z$ will arise. But then we obtain an induced house formed by $a^{\prime}, a, z, u, s$.

So, we may assume $\operatorname{dist}(v, b)=\operatorname{dist}(x, b)=p-\operatorname{dist}(v, b)$, i.e. $p=2 \operatorname{dist}(v, b)$. Since $P_{x}$ is convex and $b$ is the switching point of $P_{x}$, by Lemma 4, we have $a<d<b$. From $b<c$ and $P_{x}$ is rightmost we infer $d c \notin E$. Furthermore, Lemma 9 applied to $a<\{d, b, c\}, d a, d c \notin E$ gives $b c \in E$. Hence, $p+1=\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, b)$ $+1+\operatorname{dist}(c, y)=2 \operatorname{dist}(x, b)+1=2 \operatorname{dist}(v, b)+1=p+1$, i.e. $\operatorname{dist}(x, y)=\operatorname{dist}(x, b)$ $+1+\operatorname{dist}(c, y)$ holds and the graph from Fig. 8 is an isometric subgraph of $G$.

Applying (P1) to $a<d<c$ gives a vertex $t>c$ adjacent to $d$ and not to $a$. We choose $t$ rightmost in $\sigma$.

Claim 5. For every vertex $z$ adjacent to $d, z \leqslant t$ holds.

Proof. If $z>t$ then from the choice of $t$ the vertices $a$ and $z$ must be adjacent. But then the path $P_{x}$ is not rightmost since $z>t>b$.

From distance requirement $t f \notin E$ holds. Since $d<\{b, c, t\}$, by Lemma 9, we have $t b \in E$ or $t c \in E$. But if $t c \in E$ then $t b \in E$ too, otherwise $d, t, b, c, a$ will induce a house. So, in any case $t b \in E$. If now $t c \notin E$ then from $b<\{c, t\}$ and Lemma 2 we will have a vertex $s>\{t, c\}$ adjacent to $t, c$ and not to $b$. To avoid an induced house, vertex $s$ must be adjacent to $d$. Since $t<s$ a contradiction with Claim 5 arises. Thus, $t c \in E$ as well.

If $c<f$ then Lemma 2 applied to $c<\{t, f\}$ gives a vertex $s>\{t, f\}$ adjacent to $t, f$ and not to $c$. Again to avoid an induced house, we must have $b s \in E$ and hence $a s \in E$. Since $s>c$ and $P_{y}$ is rightmost a contradiction arises.

So, $f<c$ and hence $P_{y}$ is a convex path with the switching point $c$. By Lemma 4 $a<f<c$ holds. We distinguish between two cases.

Case 1. $b<f$. Applying ( P 1 ) to $b<f<t$ gives a vertex $s>t$ adjacent to $f$ and not to $b$. Since $P_{y}$ is rightmost and $s>c$ we infer $s a \notin E$. From $f<\{s, c, t\}$ and Lemma 9 we have $s t \in E$ or $s c \in E$. If $s t \in E$ then $s c \in E$ too, otherwise $s, t, b, c, f$ induce a house. Hence, we have constructed the graph (c) of Fig. 7. Since $\operatorname{dist}(f, d)=3$ it is an isometric subgraph of $G$. Let now $s t \notin E$ but $s c \in E$. Then Lemma 2 applied to $c<\{t, s\}$ gives a vertex $u>\{t, s\}$ adjacent to $t, s$ and not to $c$. Since $G$ does not contain any induced house we must have $b u, f u \in E$ and hence $a u \in E$. Thus, a contradiction arises (recall that $P_{y}$ is rightmost but $u>c$ ).

Case 2. $f<b$. We apply (P1) to $a<f<b$ and get a vertex $s>b$ adjacent to $f$ and not to $a$. We choose $s$ rightmost in $\sigma$. If $t s \in E$ then, to avoid an induced house, we must have $s c \in E$. But then vertices $a, b, c, d, f, t, s$ induce either graph (b) or graph (c) of Fig. 7, depending on whether $b$ and $s$ are adjacent. Again since $\operatorname{dist}(f, d)=3$ these graphs are isometric subgraphs of $G$.

Let now $s t \notin E$. Then Lemma 9 applied to $f<\{s, c, t\}$ gives $s c \in E$. If $c<s$ then, by Lemma 2, there exists a vertex $u>\{t, s\}>c$ adjacent to both $t$ and $s$ but not to $c$. Furthermore, $u f, u b, u a \in E$, otherwise we will have an induced house. But then again a contradiction to $P_{y}$ is rightmost arises. Hence, $c>s$ and the following claim holds.

Claim 6. For every vertex $z$ adjacent to $f, z \leqslant c$ holds.

If $b s \in E$ then Lemma 2 applied to $b<\{s, t\}, s t \notin E$ gives a vertex $z>\{s, t\}$ adjacent to $s, t$ and not to $b$. To avoid an induced house, vertices $d$ and $z$ must be adjacent, contradicting to Claim 5. So, $b s \notin E$.

Now apply (P1) to $b<s<t$ to get a vertex $u>t$ adjacent to $s$ and not to $b$. First assume $t u \notin E$. Then from $s<\{c, t, u\}$ and Lemma 9 we infer $u c \in E$. Again Lemma 2 applied to $c<\{u, t\}, u t \notin E$ will give a vertex $z>\{u, t\}$ adjacent to $u, t$ and not to $c$. Since $G$ does not contain any induced house, vertex $z$ must be adjacent to $b, s$ and hence to $f$. But then a contradiction with Claim 6 arises.
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So, $t u \in E$. Hence, $u c \in E$ too, otherwise vertices $t, u, s, c, b$ induce a house. Moreover, from $u>t>c$, Claims 5 and 6 we conclude $u d, u f \notin E$. Then $u a \notin E$ too, since otherwise $u, a, b, t, d$ will induce a house. Thus, we have constructed an induced subgraph of $G$ isomorphic to the graph from Fig. 9 .

If $\operatorname{dist}(s, d)=3$ then vertices $a, b, c, d, s, t, u$ form a subgraph isometric to the graph (c) of Fig. 7. So, assume that $\operatorname{dist}(s, d)=2$ and let $z$ be a common neighbor of $s$ and $d$. Since $G$ is HH-free in cycle formed by $z, d, b, c, s$ we must have chords $z b$ and $z c$. If $z a \notin E$ then vertices $a, b, c, d, f, s, z$ form again a subgraph of $G$ isometric to the graph (c) of Fig. 7. So, let $z a \in E$. Since $P_{x}$ is rightmost we conclude $z<b$. Applying (P1) to $z<b<s$ gives a vertex $w>s$ adjacent to $b$ and not to $z$. Since $z<\{b, s, w\}$, by Lemma 9, ws $\in E$. To avoid an induced house, $w$ must be adjacent to both $d$ and $a$. Then a contradiction arises since $P_{x}$ was rightmost but $w>b$.

Corollary 11. For every two vertices $x$ and $y$ of $G$, $\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v)$, $\operatorname{dist}(y, v)\}+1$ holds. Moreover, if $G$ does not contain any graph of Fig. 7 as an isometric subgraph, then $\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v), \operatorname{dist}(y, v), 2\}$.

Proof. Assume that $\operatorname{dist}(x, v) \geqslant \operatorname{dist}(y, v)$, and let $z$ be a vertex from a shortest path connecting vertices $x$ and $v$ and such that $\operatorname{dist}(y, v)=\operatorname{dist}(z, v)$. By Lemma 10, $\operatorname{dist}(y, z) \leqslant \operatorname{dist}(z, v)+1$. Hence, $\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, z)+\operatorname{dist}(z, y) \leqslant \operatorname{dist}(x, z)+\operatorname{dist}(z, v)+$ $1=\operatorname{dist}(x, v)+1$. Let $\operatorname{dist}(x, y)=\operatorname{dist}(x, v)+1$. Then $\operatorname{dist}(y, z)=\operatorname{dist}(z, v)+1$. If $\operatorname{dist}(y, v) \geqslant 2$ then, by Lemma 10, $G$ contains one of the graphs of Fig. 7 as an isometric subgraph. So, assume that $\operatorname{dist}(z, v)=\operatorname{dist}(y, v)=1$. If $z=x$ then $\operatorname{dist}(x, y)=2$ and we are done. Now let $z \neq x$ and $u$ be the neighbor of $z$ on a shortest path connecting vertices $x$ and $z$. Vertices $u$ and $y$ cannot be adjacent, otherwise $\operatorname{dist}(x, y) \leqslant \operatorname{dist}(x, z)=\operatorname{dist}(x, v)-$ 1. Furthermore, $z y, v u \notin E$. Thus, in induced path $(u-z-v-y)$ we have $v<\{u, z, y\}$, contradicting Lemma 9.

Corollary 12. If $e(v)=1$ then $\operatorname{diam}(G)=1$.
Proof. Assume that $\operatorname{diam}(G)=\operatorname{dist}(x, y)=2$. Then we have $\operatorname{dist}(x, v)=\operatorname{dist}(y, v)=1$ and $x y \notin E$. Hence, Lemma 2 applied to $v<\{x, y\}$ gives a vertex $s$ such that $v s \notin E$. But this contradicts with $e(v)=1$.

Theorem 13. Let $v$ be the first vertex of a LexBFS-ordering of a HHD-free graph $G$. Then $e(v) \in\{\operatorname{diam}(G), \operatorname{diam}(G)-1\}$.

Moreover, if $G$ does not contain any graph of Fig. 7 as an isometric subgraph, then $e(v)=\operatorname{diam}(G)$.

Proof. Let $x$ and $y$ be vertices of $G$ such that $\operatorname{dist}(x, y)=\operatorname{diam}(G)$. By Corollary 11, $\operatorname{diam}(G)=\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v), \operatorname{dist}(y, v)\}+1 \leqslant e(v)+1 \leqslant \operatorname{diam}(G)+1$, i.e. $\operatorname{diam}(G)-1 \leqslant e(v) \leqslant \operatorname{diam}(G)$. Moreover, if $e(v)=1$ then $\operatorname{diam}(G)=1=e(v)$. Let now $e(v)>1$ and $G$ does not contain any graph of Fig. 7 as an isometric subgraph. Then $\operatorname{diam}(G)=\operatorname{dist}(x, y) \leqslant \max \{\operatorname{dist}(x, v), \operatorname{dist}(y, v), 2\} \leqslant e(v) \leqslant \operatorname{diam}(G)$, i.e. $e(v)=$ $\operatorname{diam}(G)$.

Again the result of Theorem 13 is sharp. Each of the graphs from Fig. 7 has a LexBFS-ordering $\sigma$ such that the eccentricity of the first vertex in $\sigma$ equals $\operatorname{diam}(G)-1$ (check ordering ( $a^{\prime}, d, f, a, b, c, s$ ) of the graph (a) and ordering ( $a, f, d, b, c, g, t$ ) of graphs (b) and (c)).

Corollary 14. Let $v$ be the first vertex of a LexBFS-ordering of a HHD-free and AT-free graph $G$. Then $e(v)=\operatorname{diam}(G)$.

Proof. It is easy to see that vertices $a^{\prime}, d, f$ of the graph (a) as well as vertices $a, d, f$ of graphs (b) and (c) (see Fig. 7) form an asteroidal triple. Hence, each HHD-free graph, which does not have an asteroidal triple, does not contain any graph of Fig. 7 as an isometric subgraph.

Corollary 15 (Dragan et al. [12]). Let $v$ be the first vertex of a LexBFS-ordering of a chordal, or a distance-hereditary, or a weak bipolarizable graph $G$. Then $e(v) \in$ $\{\operatorname{diam}(G), \operatorname{diam}(G)-1\}$.

Corollary 16 (Dragan et al. [12]). Let $v$ be the first vertex of a LexBFS-ordering of an interval or a ptolemaic graph $G$. Then $e(v)=\operatorname{diam}(G)$.

## 5. Conclusion

In this paper we have proven that the vertex visited last by LexBFS has eccentricity at least $\operatorname{diam}(G)-2$ for house-hole-free graphs, at least $\operatorname{diam}(G)-1$ for house-hole-domino-free graphs, and equal to $\operatorname{diam}(G)$ for house-hole-domino-free and AT-free graphs. This generalizes results known from [12] on diameters of chordal, distance-hereditary, weak bipolarizable, interval and ptolemaic graphs. An open question remains, for which other classes of graphs, the diameter can be computed via LexBFS? In [6] we continue investigations in this direction by proving that the diameter of a directed path graph and a chordal comparability graph can be computed in linear-time using two sweeps of LexBFS. As the next result shows, for general graphs,
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there is no constant $k$ such that the eccentricity of the last visited by LexBFS vertex is at least $\operatorname{diam}(G)-k$. So, we have to restrict ourselves to some well-structured classes of graphs or/and to considering a few sweeps of LexBFS.

Proposition 17. For any constant $k$, there exists a graph $G_{k}$ and a LexBFS-ordering $\sigma$ of it such that the first vertex of $\sigma$ will have the eccentricity equal to $\operatorname{diam}\left(G_{k}\right)-k$.

Proof. Let $G$ be the graph (a) from Fig. 7 and $G_{k}$ be the graph obtained from $G$ by replacing each edge of $G$ with a path of length $k$ (see Fig. 10 for $k=3$ ). It is easy to see that in LexBFS-ordering $\sigma$ of $G_{k}$ started from $s$, i.e. $v_{n}=s$, the vertex $v$ will be numbered by 1 , but $e(v)=\operatorname{dist}(v, x)=3 k=4 k-k=\operatorname{dist}(x, y)-k=\operatorname{diam}\left(G_{k}\right)-k$.

## Acknowledgements

The author is indebted to two referees for constructive comments improving the presentation.

## References

[1] A. Brandstädt, V.D. Chepoi, F.F. Dragan, The algorithmic use of hypertree structure and maximum neighbourhood orderings, in: E.W. Mayr, G. Schmidt, G. Tinhofer (Eds.), Proceedings of WG'94 "Graph-Theoretic Concepts in Computer Science", Lecture Notes in Computer Science, vol. 903, 1995, pp. 65-80, Discrete Appl. Math. 82 (1998) 43-77.
[2] A. Brandstädt, F.F. Dragan, F. Nicolai, LexBFS-orderings and powers of chordal graphs, Discrete Math. 171 (1997) 27-42.
[3] V.D. Chepoi, On distances in benzenoid systems, J. Chem. Inference Comput. Sci. 36 (1996) 11691172.
[4] V.D. Chepoi, On distance-preserving and domination elimination orderings, SIAM J. Discrete Math. 11 (1998) 414-436.
[5] V.D. Chepoi, F.F. Dragan, Linear-time algorithm for finding a central vertex of a chordal graph, in: Jan van Leeuwen (Ed.), "Algorithms - ESA'94" Second Annual European Symposium, Utrecht, The Netherlands, Lecture Notes in Computer Science, vol. 855, Springer, Berlin, 1994, pp. 159-170.
[6] D.G. Corneil, F.F. Dragan, M. Habib, C. Paul, Diameters determination on restricted graph families, in: J. Hromkovic, O. Sykora (Eds.), 24th International Workshop "Graph-Theoretic Concepts in Computer

Science" (WG'98), Smolenice Castle, Slovak Republic, Lecture Notes in Computer Science, vol. 1517, Springer, Berlin, 1998, pp. 192-202.
[7] D.G. Corneil, S. Olariu, L. Stewart, Linear time algorithms for dominating pairs in asteroidal triple-free graphs, SIAM J. Comput., to appear.
[8] D.G. Corneil, S. Olariu, L. Stewart, The ultimate interval graph recognition algorithm? (Extended Abstract), Proceedings of the Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, 25-27 January, 1998, pp. 175-180.
[9] E. Dahlhaus, P.L. Hammer, F. Maffray, S. Olariu, On domination elimination orderings and domination graphs, in: E.W. Mayr, G. Schmidt, G. Tinhofer (Eds.), Proceedings of WG'94 "Graph-Theoretic Concepts in Computer Science", Lecture Notes in Computer Science, vol. 903, 1995, pp. 81-92.
[10] F.F. Dragan, Dominating cliques in distance-hereditary graphs, in: E.M. Schmidt, S. Skyum (Eds.), "Algorithm Theory - SWAT'94" 4th Scandinavian Workshop on Algorithm Theory, Aarhus, Denmark, Springer Lecture Notes in Computer Science, vol. 824, 1994, pp. 370-381.
[11] F.F. Dragan, F. Nicolai, LexBFS-orderings and distance-hereditary graphs, Technical Report Gerhard-Mercator-Universität - Gesamthochschule Duisburg SM-DU-303, 1995.
[12] F.F. Dragan, F. Nicolai, A. Brandstädt, LexBFS-orderings and powers of graphs, Proceedings of the WG'96, Lecture Notes in Computer Science, vol. 1197, 1997, pp. 166-180.
[13] A.M. Farley, A. Proskurowski, Computation of the center and diameter of outerplanar graphs, Discrete Appl. Math. 2 (1980) 85-191.
[14] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic Press, New York, 1980.
[15] M. Habib, R. McConnell, C. Paul, L. Viennot, Lex-BFS and partition refinement with applications to transitive orientation, interval graph recognition and consecutive ones testing, Theoret. Comput. Sci., to appear.
[16] G. Handler, Minimax location of a facility in an undirected tree graph, Transportation Sci. 7 (1973) 287-293.
[17] E. Howorka, A characterization of distance-hereditary graphs, Quart. J. Math. Oxford Ser. 2. 28 (1977) 417-420.
[18] B. Jamison, S. Olariu, On the semi-perfect elimination, Adv. Appl. Math. 9 (1988) 364-376.
[19] C.G. Lekkerkerker, J.C. Boland, Representation of a finite graph by a set of intervals on the real line, Fundam. Math. 51 (1962) 45-64.
[20] S. Olariu, Weak bipolarizable graphs, Discrete Math. 74 (1989) 159-171.
[21] S. Olariu, A simple linear-time algorithm for computing the center of an interval graph, Int. J. Comput. Math. 34 (1990) 121-128.
[22] D. Rose, R.E. Tarjan, G. Lueker, Algorithmic aspects on vertex elimination on graphs, SIAM J. Comput. 5 (1976) 266-283.


[^0]:    ${ }^{4}$ Research supported by the DFG. On leave from the Universitatea de stat din Moldova, Chişinǎu.
    E-mail address: dragan@informatik.uni-rostock.de. (F.F. Dragan)

