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COLLECTIVE TREE SPANNERS OF GRAPHS∗

FEODOR F. DRAGAN† , CHENYU YAN† , AND IRINA LOMONOSOV‡

Abstract. In this paper we introduce a new notion of collective tree spanners. We say that a
graph G = (V,E) admits a system of μ collective additive tree r-spanners if there is a system T (G) of
at most μ spanning trees of G such that for any two vertices x, y of G a spanning tree T ∈ T (G) exists
such that dT (x, y) ≤ dG(x, y) + r. Among other results, we show that any chordal graph, chordal
bipartite graph or cocomparability graph admits a system of at most log2 n collective additive tree
2-spanners. These results are complemented by lower bounds, which say that any system of collective
additive tree 1-spanners must have Ω(

√
n) spanning trees for some chordal graphs and Ω(n) spanning

trees for some chordal bipartite graphs and some cocomparability graphs. Furthermore, we show that
any c-chordal graph admits a system of at most log2 n collective additive tree (2�c/2�)-spanners, any
circular-arc graph admits a system of two collective additive tree 2-spanners. Towards establishing
these results, we present a general property for graphs, called (α, r)-decomposition, and show that any
(α, r)-decomposable graph G with n vertices admits a system of at most log1/α n collective additive
tree 2r-spanners. We discuss also an application of the collective tree spanners to the problem of
designing compact and efficient routing schemes in graphs. For any graph on n vertices admitting a
system of at most μ collective additive tree r-spanners, there is a routing scheme of deviation r with
addresses and routing tables of size O(μ log2 n/ log logn) bits per vertex. This leads, for example, to
a routing scheme of deviation (2�c/2�) with addresses and routing tables of size O(log3 n/ log logn)
bits per vertex on the class of c-chordal graphs.
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1. Introduction. Many combinatorial and algorithmic problems are concerned
with the distance dG on the vertices of a possibly weighted graph G = (V,E). Approx-
imating dG by a simpler distance (in particular, by tree-distance dT ) is useful in many
areas such as communication networks, data analysis, motion planning, image process-
ing, network design, and phylogenetic analysis (see [1, 8, 11, 19, 22, 52, 58, 59, 64, 66]).
An arbitrary metric space (in particular a finite metric defined by a general graph)
might not have enough structure to exploit algorithmically; on trees, since they have
a simpler (acyclic) structure, many hard algorithmic problems have easy solutions.
So, the general goal is, for a given graph G, to find a simpler (well-structured, sparse,
etc.) graph H = (V,E′) with the same vertex-set such that the distance dH(u, v) in
H between two vertices u, v ∈ V is reasonably close to the corresponding distance
dG(u, v) in the original graph G.

There are several ways to measure the quality of this approximation, two of them
leading to the notion of a spanner. For t ≥ 1, a spanning subgraph H of G is called
a multiplicative t-spanner of G [22, 59, 58] if dH(u, v) ≤ t · dG(u, v) for all u, v ∈ V. If
r ≥ 0 and dH(u, v) ≤ dG(u, v)+r for all u, v ∈ V, then H is called an additive r-spanner
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of G [52]. The parameters t and r are called, respectively, the multiplicative and the
additive stretch factors. Clearly, every additive r-spanner of G is a multiplicative
(r + 1)-spanner of G (but not vice versa). Note that the graphs considered in this
paper are assumed to be unweighted (except in section 7 where we discuss how to
extend our results to weighted graphs).

Graph spanners have applications in various areas, especially in distributed sys-
tems and communication networks. In [59], close relationships were established be-
tween the quality of spanners (in terms of stretch factor and the number of spanner
edges |E′|), and the time and communication complexities of any synchronizer for the
network based on this spanner. Also, sparse spanners are very useful in message rout-
ing in communication networks; in order to maintain succinct routing tables, efficient
routing schemes can use only the edges of a sparse spanner [60]. Unfortunately, the
problem of determining, for a given graph G and two integers t ≥ 2,m ≥ 1, whether
G has a multiplicative t-spanner with m or fewer edges, is NP-complete (see [58]).

The sparsest spanners are tree spanners. Tree spanners occur in biology [5],
and as it was shown in [57], they can be used as models for broadcast operations
in communication networks. Tree spanners are favored also from the algorithmic
point of view—many algorithmic problems are easily solvable on trees. Multiplicative
tree t-spanners were studied in [19]. It was shown that, for a given graph G, the
problem to decide whether G has a multiplicative tree t-spanner (the multiplicative
tree t-spanner problem) is NP-complete for any fixed t ≥ 4 and is linearly solvable for
t = 1, 2. Recently, this NP-completeness result was improved—the multiplicative tree
t-spanner problem is NP-complete for any fixed t ≥ 4 even on some rather restricted
graph classes: planar graphs [12], chordal graphs [14] and chordal bipartite graphs
[15].

Nevertheless, some particular graph classes, such as cographs, complements of
bipartite graphs, split graphs, regular bipartite graphs, interval graphs, permutation
graphs, convex bipartite graphs, distance-hereditary graphs, directed path graphs,
cocomparability graphs, AT-free graphs, strongly chordal graphs, and dually chordal
graphs do admit additive tree r-spanners and/or multiplicative tree t-spanners for
sufficiently small r and t (see [13, 18, 51, 55, 61, 62, 69]). We refer also to [1, 12, 14,
18, 19, 38, 52, 57, 58, 65] for more background information on tree and general sparse
spanners.

Many graph classes (including hypercubes, planar graphs, chordal graphs, chordal
bipartite graphs) do not admit any good tree spanner. For every fixed integer t there
are planar chordal graphs and planar chordal bipartite graphs that do not admit tree
t-spanners (additive as well as multiplicative) [21, 62]. However, as it was shown
in [58], any chordal graph with n vertices admits a multiplicative 5-spanner with at
most 2n−2 edges and a multiplicative 3-spanner with at most O(n log n) edges (both
spanners are constructable in polynomial time). Recently, the results were further
improved. In [21], the authors show that every chordal graph admits an additive 4-
spanner with at most 2n− 2 edges and an additive 3-spanner with at most O(n log n)
edges. An additive 4-spanner can be constructed in linear time while an additive
3-spanner is constructable in O(m log n) time, where m is the number of edges of G.
Even more, the method designed for chordal graph is extended to all c-chordal graphs.
As a result, it was shown that any such graph admits an additive (c+1)-spanner with
at most 2n− 2 edges which is constructable in O(cn + m) time. Recall that a graph
G is chordal if its largest induced (chordless) cycles are of length 3 and c-chordal
if its largest induced cycles are of length c. Note also that [59] gives a method for
constructing a multiplicative 3-spanner of the n-vertex hypercube with fewer than 7n
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edges and this construction was improved in [34] to give a multiplicative 3-spanner of
the n-vertex hypercube with fewer than 4n edges.

1.1. Our results. In this paper we introduce a new notion of collective tree
spanners, a notion slightly weaker than the one of a tree spanner and slightly stronger
than the notion of a sparse spanner. We say that a graph G = (V,E) admits a system
of μ collective additive tree r-spanners if there is a system T (G) of at most μ spanning
trees of G such that for any two vertices x, y of G a spanning tree T ∈ T (G) exists
such that dT (x, y) ≤ dG(x, y)+r (a multiplicative variant of this notion can be defined
analogously). Clearly, if G admits a system of μ collective additive tree r-spanners,
then G admits an additive r-spanner with at most μ×(n−1) edges (take the union of all
those trees), and if μ = 1 then G admits an additive tree r-spanner. Furthermore, any
result on collective additive tree spanners can be translated into a result on collective
multiplicative tree spanners since any graph, admitting a system of μ collective additive
tree r-spanners, admits a system of μ collective multiplicative tree (r + 1)-spanners
(dT (x, y) ≤ dG(x, y) + r implies dT (x, y)/dG(x, y) ≤ 1 + r/dG(x, y) ≤ r + 1 for an
unweighted graph G). Note also that any graph on n vertices admits a system of at
most n − 1 collective additive tree 0-spanners (take n − 1 breadth-first-search–trees
rooted at different vertices of G).

The introduction of this new notion was inspired by the works [6, 7] of Bartal
and subsequent works [20, 37]. For example, motivated by Bartal’s work on prob-
abilistic approximation of general metrics with tree metrics, [20] gives a polynomial
time algorithm that given a finite n point metric G, constructs O(n log n) trees and
a probability distribution ψ on them such that the expected multiplicative stretch of
any edge of G in a tree chosen according to ψ is at most O(log n log log n). These
results led to approximation algorithms for a number of optimization problems in-
cluding the group Steiner tree problem, the metric labeling problem, the buy-at-bulk
network design problem and many others (see [6, 7, 20, 37] for more details).

In section 2 we define a large class of graphs, called (α, r)-decomposable, and show
that any (α, r)-decomposable graph G with n vertices admits a system of at most
log1/α n collective additive tree 2r-spanners. Then, in sections 3 and 4, we show that
chordal graphs, chordal bipartite graphs, and cocomparability graphs are all (1/2, 1)-
decomposable graphs, implying that each graph from those families admits a system
of at most log2 n collective additive tree 2-spanners. These results are complemented
by lower bounds, which say that any system of collective additive tree 1-spanners must
have Ω(

√
n) spanning trees for some chordal graphs and Ω(n) spanning trees for some

chordal bipartite graphs and some cocomparability graphs. Furthermore, we show
that any c-chordal graph is (1/2, �c/2�)-decomposable, implying that each c-chordal
graph admits a system of at most log2 n collective additive tree (2�c/2�)-spanners.

Thus, as a byproduct, we get that chordal graphs, chordal bipartite graphs, and
cocomparability graphs admit additive 2-spanners with at most (n − 1) log2 n edges
and c-chordal graphs admit additive (2�c/2�)-spanners with at most (n − 1) log2 n
edges. Our result for chordal graphs improves the known results from [58] and [21]
on 3-spanners and answers the question posed in [21] whether chordal graphs admit
additive 2-spanners with O(n log n) edges.

In section 5, we show that each circular-arc graph admits a system of two collective
additive tree 2-spanners, and that for any constant r ≥ 0 there is a circular-arc graph
without any (one) additive tree r-spanner.

In section 6 we discuss an application of the collective tree spanners to the prob-
lem of designing compact and efficient routing schemes in graphs. For any graph
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on n vertices admitting a system of at most μ collective additive tree r-spanners,
there is a routing scheme of deviation r with addresses and routing tables of size
O(μ log2 n/ log log n) bits per vertex (for details see section 6). This leads, for exam-
ple, to a routing scheme of deviation (2�c/2�) with addresses and routing tables of
size O(log3 n/ log log n) bits per vertex on the class of c-chordal graphs. The latter
improves the recent result on routing on c-chordal graphs obtained in [33] (see also
[32] for the case of chordal graphs). We conclude the paper with section 7, where we
discuss how to extend our results to weighted graphs, and section 8, where we discuss
some further developments and future directions.

1.2. Basic notions and notations. All graphs occurring in this paper are
connected, finite, undirected, loopless and without multiple edges. In a graph G =
(V,E) the length of a path from a vertex v to a vertex u is the number of edges in the
path. The distance dG(u, v) between the vertices u and v is the length of a shortest
path connecting u and v.

For a subset S ⊆ V , let radG(S) and diamG(S) be the radius and the diameter,
respectively, of S in G, i.e., radG(S) = minv∈V {maxu∈S{dG(u, v)}}, diamG(S) =
maxu,v∈S{dG(u, v)}. A vertex v ∈ V such that dG(u, v) ≤ radG(S) for any u ∈ S
is called a central vertex for S. The value radG(V ) is called the radius of G. Let
also N(v) (N [v]) denote the open (closed) neighborhood of a vertex v in G, i.e.,
N(v) = {u ∈ V : uv ∈ E(G)} and N [v] = N(v) ∪ {v}.

2. (α, r)-decomposable graphs and their collective tree spanners. Dif-
ferent balanced separators in graphs were used by many authors in designing efficient
graph algorithms (see [26, 27, 43, 44, 46, 50, 53, 54]). For example, bounded size
balanced separators and bounded diameter balanced separators were recently em-
ployed in [43, 44, 50] for designing compact distance labeling schemes for different
so-called well-separated families of graphs. We extend those ideas and apply them to
our problem.

Let α be a positive real number smaller than 1 and r be a nonnegative integer.
We say that an n-vertex graph G = (V,E) is (α, r)-decomposable if there is a separator
S ⊆ V such that the following three conditions hold:

balanced separator condition—the removal of S leaves no connected component
with more than αn vertices;

bounded separator-radius condition—radG(S) ≤ r, i.e., there exists a vertex c in
G (called a central vertex for S) such that dG(v, c) ≤ r for any v ∈ S;

hereditary family condition—each connected component of the graph, obtained
from G by removing vertices of S, is also an (α, r)-decomposable graph.
Note that, by definition, any graph of radius at most r is (α, r)-decomposable and
that the size of S does not matter.

2.1. Collective tree spanners of (α, r)-decomposable graphs. Using the
first and third conditions of the definition, one can construct for any (α, r)-decompos-
able graph G a (rooted) balanced decomposition tree BT (G) as follows. If G is of radius
at most r, then BT (G) is a one-node tree. Otherwise, find a balanced separator S in
G, which exists according to the balanced separator condition. Let G1, G2, . . . , Gp be
the connected components of the graph G− S obtained from G by removing vertices
of S. For each graph Gi (i = 1, . . . , p), which is (α, r)-decomposable by the hereditary
family condition, construct a balanced decomposition tree BT (Gi) recursively, and
build BT (G) by taking S to be the root and connecting the root of each tree BT (Gi)
as a child of S. See Figure 1 for an illustration. Clearly, the nodes of BT (G) represent
a partition of the vertex set V of G into clusters S1, S2, . . . , Sq of radius at most r



244 FEODOR F. DRAGAN, CHENYU YAN, AND IRINA LOMONOSOV

�
�
�
�

�
�
�
�

��
��
��
��

�
�
�
�

�
�
�
�

�
�
�
�

��
��
��

��
��
��

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

�
�
�
�

��
��
��
��

��
��
��
��

�
�
�
�

1

2

56

7 8

9

10 11

12

4 13

3 14 15

16 17

18

19
1, 2, 3, 4

7 9

5, 6, 8

18, 1916, 17

10, 11, 12 13, 14, 15

(a) (b)

X

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�
�

��
��
��
��

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�
�

�
�
�
�

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��
��

��
��
��
��

��
��
��
��

��
��
��

��
��
��

��
��
��
��

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��
��

��
��
��
��

13

14 15

16 17

18

19

(c)

Fig. 1. (a) A graph G, (b) its balanced decomposition tree BT (G), and (c) an induced subgraph
G(↓X) of G.

each. For a node X of BT (G), denote by G(↓X) the (connected) subgraph of G
induced by vertices

⋃
{Y : Y is a descendent of X in BT (G)} (here we assume that

X is a descendent of itself).
It is easy to see that a balanced decomposition tree BT (G) of a graph G with n

vertices and m edges has depth at most log1/α n, which is O(log2n) if α is a constant.
Moreover, assuming that a balanced and bounded radius separator can be found in
polynomial, say p(n), time (for the special graph classes we consider later, p(n) will
be at most O(n3)), the tree BT (G) can be constructed in O((p(n)+m) log1/α n) total
time. Indeed, in each level of recursion we need to find balanced and bounded radius
separators in current disjoint subgraphs and to construct the corresponding subgraphs
of the next level. Also, since the graph sizes are reduced by a factor α, the recursion
depth is at most log1/α n.

Consider now two arbitrary vertices x and y of an (α, r)-decomposable graph
G and let S(x) and S(y) be the nodes of BT (G) containing x and y, respectively.
Let also NCABT (G)(S(x), S(y)) be the nearest common ancestor of nodes S(x) and
S(y) in BT (G) and (X0, X1, . . . , Xt) be the path of BT (G) connecting the root X0

of BT (G) with NCABT (G)(S(x), S(y)) = Xt (in other words, X0, X1, . . . , Xt are the
common ancestors of S(x) and S(y)). The following lemmata are crucial to all our
subsequent results.

Lemma 2.1. Any path PG
x,y, connecting vertices x and y in G, contains a vertex

from X0 ∪X1 ∪ · · · ∪Xt.
Let SPG

x,y be a shortest path of G connecting vertices x and y, and let Xi be the

node of the path (X0, X1, . . . , Xt) with the smallest index such that SPG
x,y

⋂
Xi �= ∅

in G. Then, the following lemma holds.
Lemma 2.2. We have dG(x, y) = dG′(x, y), where G′ := G(↓Xi).
Proof. It is enough to show that the path SPG

x,y consists of only vertices of

G′. Let us assume, by way of contradiction, that there is a vertex z of SPG
x,y that

does not belong to G′. Let SPG
x,z be a subpath of SPG

x,y between x and z. Clearly,
the node S(z) of BT (G), containing vertex z, is not a descendent of Xi. There-
fore, the nearest common ancestor of S(x) and S(z) in BT (G) is a node Xj from
{X0, X1, . . . , Xt} with j < i. But then, by Lemma 2.1, the path SPG

x,z (and hence

the path SPG
x,y) must have a vertex in X0 ∪X1 ∪ · · · ∪Xj , contradicting the choice of

Xi, i > j.
For the graph G′ = G(↓Xi), consider its arbitrary breadth-first-search–tree (BFS-

tree) T ′ rooted at a central vertex c for Xi, i.e., a vertex c such that dG′(v, c) ≤ r
for any v ∈ Xi. Such a vertex exists in G′ since G′ is an (α, r)-decomposable graph
and Xi is its balanced and bounded radius separator. The tree T ′ has the following
distance property with respect to those vertices x and y.



COLLECTIVE TREE SPANNERS OF GRAPHS 245

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��
��

�
�
�
�

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��

��
��
��
��

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
�
�

�
�
�

�
�
�
�

�
�
�

�
�
�

��
��
��
��

�
�
�
�

�
�
�

�
�
�

�
�
�

�
�
�

��
��
��

��
��
��

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�

��
��
��
��

�
�
�
�

��
��
��

��
��
��

��
��
��

��
��
��

�
�
�
�
��
��
��
��

��
��
��
��

�
�
�
�

��
��
��

��
��
��

��
��
��
��

��
��
��
��

�
�
�

�
�
�

�
�
�
�
��
��
��
��

(a) (b)

T 1
2

T

T

1
1

1
3

T 1

Fig. 2. (a) Local subtrees T 1
1 , T

1
2 , T

1
3 of graph G from Figure 1 and (b) a corresponding spanning

tree T 1 of G (dark solid edges are edges of local subtrees T 1
1 , T

1
2 , T

1
3 , dashed edges are added to create

one spanning tree T 1 on top of T 1
1 , T

1
2 , T

1
3 ).

Lemma 2.3. We have dT ′(x, y) ≤ dG(x, y) + 2r.
Proof. We know, by Lemma 2.2, that a shortest path SPG

x,y, intersecting Xi and

not intersecting any Xl (l < i), lies entirely in G′. Let x′ be the vertex of SPG
x,y ∩Xi

closest to x and y′ be the vertex of SPG
x,y ∩Xi closest to y. Since T ′ is a BFS-tree of

G′ rooted at vertex c, we have

dT ′(x, c) = dG′(x, c) ≤ dG′(x, x′) + dG′(x′, c) ≤ dG′(x, x′) + r = dG(x, x′) + r,

dT ′(y, c) = dG′(y, c) ≤ dG′(y, y′) + dG′(y′, c) ≤ dG′(y, y′) + r = dG(y, y′) + r.

That is, dT ′(x, y) ≤ dT ′(x, c) + dT ′(y, c) ≤ dG(x, x′) + dG(y, y′) + 2r. Combin-
ing this with the fact that dG(x, y) ≥ dG(x, x′) + dG(y, y′), we obtain dT ′(x, y) ≤
dG(x, y) + 2r.

Let now Bi
1, . . . , B

i
pi

be the nodes on depth i of the tree BT (G). For each subgraph

Gi
j := G(↓Bi

j) of G (i = 0, 1, . . . , depth(BT (G)), j = 1, 2, . . . , pi), denote by T i
j a BFS-

tree of graph Gi
j rooted at a central vertex cij for Bi

j (see Figure 2 for an illustration).

The trees T i
j (i = 0, 1, . . . , depth(BT (G)), j = 1, 2, . . . , pi) are called local subtrees of

G, and, given the balanced decomposition tree BT (G), they can be constructed in
O((t(n)+m) log1/α n) total time, where t(n) is the time needed to find a central vertex

cij for Bi
j (a trivial upper bound for t(n) is O(n3)). From Lemma 2.3 the following

general result can be deduced.
Theorem 2.4. Let G be an (α, r)-decomposable graph, BT (G) be its balanced

decomposition tree and LT (G) = {T i
j : i = 0, 1, . . . , depth(BT (G)), j = 1, 2, . . . , pi}

be its local subtrees. Then, for any two vertices x and y of G, there exists a local
subtree T i′

j′ in LT (G) such that

dT i′
j′

(x, y) ≤ dG(x, y) + 2r.

This theorem implies two important results for the class of (α, r)-decomposable
graphs. Let G be an (α, r)-decomposable graph with n vertices and m edges, BT (G)
be its balanced decomposition tree, and LT (G) be the family of its local subtrees
(defined above). Consider a graph H obtained by taking the union of all local subtrees
of G (by putting all of them together), i.e.,

H :=
⋃

{T i
j : T i

j ∈ LT (G)} = (V,∪{E(T i
j ) : T i

j ∈ LT (G)}).

Clearly, H is a spanning subgraph of G, constructable in O((p(n)+t(n)+m) log1/α n)
total time, and, for any two vertices x and y of G, dH(x, y) ≤ dG(x, y)+2r holds. Also,
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since for every level i (i = 0, 1, . . . , depth(BT (G))) of balanced decomposition tree
BT (G), the corresponding local subtrees T i

1, . . . , T
i
pi

are pairwise vertex-disjoint, their
union has at most n− 1 edges. Therefore, H cannot have more than (n− 1) log1/α n
edges in total. Thus, we have proven the following result.

Theorem 2.5. Any (α, r)-decomposable graph G with n vertices admits an addi-
tive 2r-spanner with at most (n− 1) log1/α n edges.

Instead of taking the union of all local subtrees of G, one can fix i (i ∈ {0, 1, . . . ,
depth(BT (G))}) and consider separately the union of only local subtrees T i

1, . . . , T
i
pi

,
corresponding to the level i of the decomposition tree BT (G), and then extend in
linear O(m) time that forest to a spanning tree T i of G (using, for example, a variant
of the Kruskal’s spanning tree algorithm for the unweighted graphs). We call this tree
T i the spanning tree of G corresponding to the level i of the balanced decomposition
BT (G). In this way we can obtain at most log1/α n spanning trees for G, one for each
level i of BT (G). Denote the collection of those spanning trees by T (G). By Theorem
2.4, it is rather straightforward to show that for any two vertices x and y of G, there
exists a spanning tree T i′ in T (G) such that dT i′ (x, y) ≤ dG(x, y)+2r. Thus, we have
the following theorem.

Theorem 2.6. Any (α, r)-decomposable graph G with n vertices admits a system
T (G) of at most log1/α n collective additive tree 2r-spanners.

Note that such a system T (G) for an (α, r)-decomposable graph G with n vertices
and m edges can be constructed in O((p(n) + t(n) + m) log1/α n) time, where p(n) is
the time needed to find a balanced and bounded radius separator S and t(n) is the
time needed to find a central vertex for S.

2.2. Extracting an appropriate tree from T (G). Now we will show that
one can assign O(log1/α n× log n) bit labels to vertices of G such that, for any pair of

vertices x and y, a tree T i′ in T (G) with dT i′ (x, y) ≤ dG(x, y)+2r can be identified in
only O(log1/α n) time by merely inspecting the labels of x and y, without using any
other information about the graph. This will be useful in an application of collective
tree spanners, discussed in section 6.

Associate with each vertex x of G a 2× (depth(BT (G)) + 1) array Ax such that,
for each level i of BT (G), Ax[1, i] = j and Ax[2, i] = dT i

j
(x, cij) if there exists a

local subtree T i
j in LT (G) containing vertex x, and Ax[1, i] = nil and Ax[2, i] = ∞,

otherwise (i.e., the depth in BT (G) of node S(x) containing x is smaller than i).
Evidently, each label Ax (x ∈ V ) can be encoded using O(log1/α n× log n) bits and a
computation of all labels Ax, x ∈ V can be performed together with the construction
of system T (G).

Given labels Ax, Ay of vertices x and y, the following procedure will return in

O(log1/α n) time an index i′ ∈ {0, 1, . . . , depth(BT (G))} such that, for tree T i′ ∈
T (G), dT i′ (x, y) ≤ dG(x, y) + 2r holds.

set i′ := 0;
set minsum := Ax[2, 0] + Ay[2, 0];
set i := 1;
while (Ax[1, i] = Ay[1, i] �= nil) and (i ≤ log1/α n) do

if Ax[2, i] + Ay[2, i] < minsum
then set i′ := i and minsum := Ax[2, i] + Ay[2, i];

i := i + 1;
enddo
return i′.
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This procedure simply finds, among all local subtrees containing both x and y, a
subtree T i′

j′ for which the sum dT i′
j′

(x, ci
′

j′) + dT i′
j′

(y, ci
′

j′) is minimum, and then returns

its upper index i′.
To show that indeed dT i′ (x, y) ≤ dG(x, y) + 2r, we will need to recall the proof

of Lemma 2.3 (note that dT i′ (x, y) = dT i′
j′

(x, y) by construction of T i′). Let again

S(x) and S(y) be the nodes of BT (G) containing vertices x and y, respectively, and
let (B0, B1

j1
, . . . , Bt

jt
) be the path of BT (G) connecting the root B0 of BT (G) with

NCABT (G)(S(x), S(y)) = Bt
jt

. In Lemma 2.3 we proved that there exists an index

i ∈ {0, 1, . . . , t} such that any BFS-tree T ′ of the graph G(↓Bi
ji

) rooted at a center

c for Bi
ji

(including local subtree T i
ji

rooted at ciji) satisfies dT ′(x, y) ≤ dT ′(x, c) +
dT ′(y, c) ≤ dG(x, y)+2r (see inequalities (1) and (2) in that proof). Since, among local
subtrees T 0, T 1

j1
, . . . , T t

jt
, the subtree T i′

j′ has minimum sum dT i′
j′

(x, ci
′

j′) + dT i′
j′

(y, ci
′

j′),

we conclude

dT i′ (x, y) = dT i′
j′

(x, y) ≤ dT i′
j′

(x, ci
′

j′) + dT i′
j′

(y, ci
′

j′)

≤ dT i
ji

(x, ciji) + dT i
ji

(y, ciji) ≤ dG(x, y) + 2r.

3. Acyclic hypergraphs, chordal graphs and (α, r)-decomposition. Let
H = (V, E) be a hypergraph with the vertex set V and the hyperedge set E , i.e., E is a
set of nonempty subsets of V . For every vertex v ∈ V , let E(v) = {e ∈ E : v ∈ e}. The
2-section graph 2SEC(H) of a hypergraph H has V as its vertex-set and two distinct
vertices are adjacent in 2SEC(H) if and only if they are contained in a common
hyperedge of H. A hypergraph H is called conformal if every clique (a set of pairwise
adjacent vertices) of 2SEC(H) is contained in a hyperedge e ∈ E , and a hypergraph
H is called acyclic if there is a tree T with node set E such that, for all vertices v ∈ V ,
E(v) induces a subtree Tv of T . For these and other hypergraph notions see [10].

The following theorem represents two well-known characterizations of acyclic hy-
pergraphs. Let C(G) be the set of all maximal (by inclusion) cliques of a graph
G = (V,E). The hypergraph (V, C(G)) is called the clique-hypergraph of G. Recall
that a graph G is chordal if it does not contain any induced cycles of length greater
than 3.

Theorem 3.1 (see [2, 9, 10, 17, 36, 67]). Let H = (V, E) be a hypergraph. Then
the following conditions are equivalent:

(i) H is an acyclic hypergraph;
(ii) H is conformal and 2SEC(H) of H is a chordal graph;
(iii) H is the clique hypergraph (V, C(G)) of some chordal graph G = (V,E).
Later we will need also the following known result. A vertex v of a graph G is

called simplicial if its neighborhood N(v) forms a clique in G.
Theorem 3.2 (see [17, 25]). Let G = (V,E) be a graph. Then the following

conditions are equivalent:
(i) G is a chordal graph;
(ii) the clique hypergraph (V, C(G)) of G is acyclic (in other words, G is the

intersection graph of a family of subtrees of a tree);
(iii) G has a perfect elimination ordering. i.e., an ordering v1, v2, . . . , vn of vertices

of G such that, for any i, i ∈ {1, 2, . . . , n}, vertex vi is simplicial in graph
G(vi, . . . , vn), the subgraph of G induced by vertices vi, . . . , vn.

Let now G = (V,E) be an arbitrary graph and r be a positive integer. We say
that G admits a radius r acyclic covering if there is a family S(G) = {S1, . . . , Sk} of
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subsets of V such that
(1)

⋃k
i=1 Si = V ;

(2) for any edge xy of G there is a subset Si (i ∈ {1, . . . , k}) with x, y ∈ Si;

(3) H = (V,S(G)) is an acyclic hypergraph;

(4) radG(Si) ≤ r for each i = 1, . . . , k.
A class of graphs F is called hereditary if every induced subgraph of a graph G

belongs to F whenever G is in F . A class of graphs F is called (α, r)-decomposable if
every graph G from F is (α, r)-decomposable.

Theorem 3.3. Let F be a hereditary class of graphs such that any G ∈ F admits
a radius r acyclic covering. Then F is a (1/2, r)-decomposable class of graphs.

Proof. Consider a graph G ∈ F and let S(G) = {S1, . . . , Sk} be its radius r acyclic
covering. Since H = (V,S(G)) is an acyclic hypergraph, 2SEC(H) is chordal and H
is conformal. It is well known [47], that every n-vertex chordal graph Γ contains a
maximal clique C such that if the vertices in C are deleted from Γ, every connected
component in the graph induced by any remaining vertices is of size at most n/2.
Moreover, according to [47], for any chordal graph on n vertices and m edges, such a
separating clique C can be found in O(n+m) time. Applying this result to an n-vertex
chordal graph 2SEC(H), we will get in at most O(n2) time a maximal clique S of
2SEC(H) such that any connected component of the graph 2SEC(H)−S (obtained
from 2SEC(H) by deleting vertices of S) has at most n/2 vertices. Since 2SEC(H) is
obtained from G by adding some new edges, removing vertices of S from the original
graph G will leave no connected component (in G− S) with more than n/2 vertices.
Furthermore, since F is a hereditary class of graphs, all connected components of
G − S induce graphs from F (and they can be assumed by induction to be (1/2, r)-
decomposable graphs). It remains to note that, from conformality of H, there must
exist a set Si in S(G) which contains S, that is, radG(S) ≤ radG(Si) ≤ r must
hold.

Since for a chordal graph G = (V,E) the clique hypergraph (V, C(G)) is acyclic
and chordal graphs form a hereditary class of graphs, from Theorem 3.3 and Theorems
2.5 and 2.6, we immediately conclude the following corollaries.

Corollary 3.4. Any chordal graph G with n vertices and m edges admits an
additive 2-spanner with at most (n − 1) log2 n edges, and such a sparse spanner can
be constructed in O(m log2 n) time.

Corollary 3.5. Any chordal graph G with n vertices and m edges admits a
system T (G) of at most log2 n collective additive tree 2-spanners, and such a system
of spanning trees can be constructed in O(m log2 n) time.

Note that, since any additive r-spanner is a multiplicative (r+1)-spanner, Corol-
lary 3.4 improves a known result of Peleg and Schäffer on sparse spanners of chordal
graphs. In [58], they proved that any chordal graph with n vertices admits a mul-
tiplicative 3-spanner with at most O(n log2 n) edges and a multiplicative 5-spanner
with at most 2n − 2 edges. Both spanners can be constructed in polynomial time.
Note also that their result on multiplicative 5-spanners was earlier improved in [21],
where the authors showed that any chordal graph with n vertices admits an additive
4-spanner with at most 2n − 2 edges, constructable in linear time. Motivated by
this and Corollary 3.5, it is natural to ask whether a system of constant number of
collective additive tree 4-spanners exists for a chordal graph (or, generally, for which
r, a system of constant number of collective additive tree r-spanners exists for any
chordal graph). Recall that the problem whether a chordal graph admits a (one)
multiplicative tree t-spanner is NP-complete for any t > 3 [14].
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Peleg and Schäffer showed also in [58] that there are n-vertex chordal graphs for
which any multiplicative 2-spanner will need to have at least Ω(n3/2) edges. This re-
sult leads to the following observation on collective additive tree 1-spanners of chordal
graphs.

Observation 3.6. There are n-vertex chordal graphs for which any system of
collective additive tree 1-spanners will need to have at least Ω(

√
n) spanning trees.

Proof. Indeed, the existence of a system of o(
√
n) collective additive tree 1-

spanners for a chordal graph will lead to the existence of an additive 1-spanner (and
hence, of a multiplicative 2-spanner) with o(n3/2) edges.

4. Collective tree spanners in c-chordal graphs. A graph G is c-chordal
if it does not contain any induced cycles of length greater than c; c-chordal graphs
naturally generalize the class of chordal graphs. Chordal graphs are precisely the
3-chordal graphs.

Theorem 4.1. The class of c-chordal graphs is (1/2, �c/2�)-decomposable.
Proof. By Theorem 3.3 and since c-chordal graphs form a hereditary class of

graphs, we need only to show that any c-chordal graph G admits a radius �c/2�
acyclic covering. The existence of a radius �c/2� acyclic covering for G easily follows
from a famous result of [43], which states that any c-chordal graph G = (V,E) admits
a special kind of Robertson and Seymour tree-decomposition [63]. That is, a tree
DT (G), whose nodes are subsets of V , exists such that

(1′)
⋃
{S : S is a node of DT (G)} = V ;

(2′) for any edge xy of G there is a node S of DT (G) with x, y ∈ S;
(3′) for any tree nodes X,Y, Z of DT (G), if Y is on the path from X to Z in

DT (G), then X ∩ Z ⊆ Y ;
(4′) diamG(S) ≤ �c/2� for each node S of DT (G).
The reader might notice a close similarity between these four properties and the

four properties from the definition of a radius r acyclic covering. In fact, they are
almost equivalent. Note that diamG(S) ≤ �c/2� implies radG(S) ≤ �c/2�. Let
S(G) = {S : S is a node of DT (G)} and consider a hypergraph H = (V,S(G)). We
claim that for a family S(G) of subsets of V , properties (1), (2) and (3) are equivalent
to properties (1′), (2′) and (3′). Indeed, since, by property (3′), v ∈ X ∩ Z implies
v belongs to any Y on the path of DT (G) from X to Z, for any vertex v ∈ V the
elements of S(G) containing vertex v induce a subtree in DT (G). Hence, by definition,
H = (V,S(G)) is an acyclic hypergraph. Conversely, let that for a graph G, a family
S(G) of subsets of V satisfies properties (1), (2) and (3). Then, the acyclicity of the
hypergraph H = (V,S(G)) implies the existence of a tree T with node set S(G) such
that for any vertex v ∈ V , the elements of S(G) containing v induce a subtree in T .
Therefore, if two nodes X and Z of the tree T contain a vertex v then any node Y of
T between X and Z must contain v, too.

A balanced separator of radius at most �c/2� of a c-chordal graph G on n vertices
and m edges can be found in O(n3) time as follows. Use an O(nm) time algorithm
from [33] to construct a Robertson–Seymour tree-decomposition DT (G) of G (it will
have at most n nodes [33]). Then define the family S(G) = {S : S is a node of DT (G)}
and consider the 2-section graph 2SEC(H) of an acyclic hypergraph H = (V,S(G)).
2SEC(H) can be constructed in at most O(n3) time. Using an algorithm from [47],
find a balanced separator C of a chordal graph 2SEC(H) in O(n2) time. We know
that C is a maximal clique of 2SEC(H) and there must exist a set S ∈ S(G) which
coincides with C (by conformality of H). As we showed earlier (see the proof of
Theorem 3.3), C = S is a balanced separator of radius at most �c/2� of G.
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Thus, from Theorems 2.5 and 2.6, we conclude the following corollaries.
Corollary 4.2. Any c-chordal graph G with n vertices admits an additive

(2�c/2�)-spanner with at most (n − 1) log2 n edges, and such a sparse spanner can
be constructed in O(n3 log2 n) time.

Corollary 4.3. Any c-chordal graph G with n vertices admits a system T (G)
of at most log2 n collective additive tree (2�c/2�)-spanners, and such a system of
spanning trees can be constructed in O(n3 log2 n) time.

Note that there are c-chordal graphs which do not admit any radius r acyclic
covering with r < �c/2�. Consider, for example, the complement C6 of an induced
cycle C6 = (a − b − c − d − e − f − a), which is a 4-chordal graph. A family S(C6)
consisting of one set {a, b, c, d, e, f} gives a trivial radius 2 = �4/2� acyclic covering of
C6, and a simple consideration shows that no radius 1 acyclic covering can exist for C6

(it is impossible, by simply adding new edges to C6, to get a chordal graph in which
each maximal clique induces a radius one subgraph of C6). In the next subsection
we will show that yet an interesting subclass of 4-chordal graphs, namely, the class of
chordal bipartite graphs, does admit radius 1 acyclic coverings.

4.1. Collective tree spanners in chordal bipartite graphs. A bipartite
graph G = (X ∪ Y,E) is chordal bipartite if it does not contain any induced cycles of
length greater than 4 [48].

For a chordal bipartite graph G, consider a hypergraph H = (X ∪ Y, {N [y] : y ∈
Y }). In what follows we show that H is an acyclic hypergraph.

Lemma 4.4. The 2-section graph 2SEC(H) of H is chordal.
Proof. First notice that any y ∈ Y is simplicial in 2SEC(H) by construction of

H and definition of 2SEC(H). Assume now, by way of contradiction, that there is
an induced cycle Cp of length p, p ≥ 4, in 2SEC(H). Necessarily, all vertices of Cp

are from part X of G, since Cp is induced and all vertices from Y are simplicial in
2SEC(H). Let Cp = (x1, x2, . . . , xp, x1). For any edge xixi+1 of Cp (including the
edge xpx1), since it is not an edge of G, there must exist a vertex yi in Y such that
both xi and xi+1 are adjacent to yi in G. Also, since Cp is induced in 2SEC(H), yi is
not adjacent to any other vertex of Cp. Therefore, a cycle (x1, y1, x2, y2, . . . , xp, yp, x1)
of G must be induced. But, since its length is 2p ≥ 8, a contradiction with G being
a chordal bipartite graph arises.

Lemma 4.5. The hypergraph H = (X ∪ Y, {N [y] : y ∈ Y }) is conformal.
Proof. Let C be a clique of 2SEC(H) consisting of p vertices. First, note that, by

definitions of H and 2SEC(H), the clique C can contain at most one vertex from Y .
If C contains a vertex from Y (say y ∈ C ∩ Y ) then for all v ∈ C \ {y}, vy is an edge
of G, and therefore C ⊆ N [y] must hold. Let now C ∩ Y = ∅. By induction on p we
will show that there exists a vertex y ∈ Y such that C ⊂ N [y]. Since G is connected,
any vertex x ∈ C ⊆ X has a neighbor in Y . Also, by definition of 2SEC(H), for
any edge uv of 2SEC(H) with u, v ∈ X there must exist a vertex y in Y adjacent
to both u and v. Assume now, by induction, that each p − 1 vertice of C has a
common neighbor y in Y . Consider three different vertices a, b and c in C and three
corresponding vertices a′, b′ and c′ in Y such that C \ {a} ⊂ N [a′], C \ {b} ⊂ N [b′]
and C \ {c} ⊂ N [c′]. Since graph G cannot have any induced cycles of length 6, the
cycle (a− b′ − c− a′ − b− c′ − a) of G cannot be induced. Without loss of generality,
assume that a is adjacent to a′ in G. But then, all p vertices of C are contained in
N [a′].

Since chordal bipartite graphs form a hereditary class of graphs and, for any
chordal bipartite graph G = (X ∪ Y,E), a family {N [y] : y ∈ Y } of subsets of X ∪ Y



COLLECTIVE TREE SPANNERS OF GRAPHS 251

satisfies all four conditions of radius 1 acyclic covering, by Theorem 3.3 we have the
following theorem.

Theorem 4.6. The class of chordal bipartite graphs is (1/2, 1)-decomposable.
Hence, by Theorems 2.5 and 2.6, we immediately conclude the following cor-

ollaries.
Corollary 4.7. Any chordal bipartite graph G with n vertices and m edges

admits an additive 2-spanner with at most (n − 1) log2 n edges, and such a sparse
spanner can be constructed in O(nm log2 n) time.

Corollary 4.8. Any chordal bipartite graph G with n vertices and m edges
admits a system T (G) of at most log2 n collective additive tree 2-spanners, and such
a system of spanning trees can be constructed in O(nm log2 n) time.

Recall that the problem whether a chordal bipartite graph admits a (one) multi-
plicative tree t-spanner is NP-complete for any t > 3 [15]. Also, any chordal bipartite
graph G with n vertices admits an additive 4-spanner with at most 2n−2 edges which
is constructable in linear time [21]. Again, it is interesting to know whether a system
of constant number of collective additive tree 4-spanners exists for a chordal bipartite
graph. We have the following observation on collective additive tree 1-spanners for
chordal bipartite graphs.

Observation 4.9. There are chordal bipartite graphs on 2n vertices for which any
system of collective additive tree 1-spanners will need to have at least Ω(n) spanning
trees.

Proof. Consider the complete bipartite graph G = Kn,n on 2n vertices (which is
clearly a chordal bipartite graph), and let T (G) be a system of μ collective additive
tree 1-spanners of G. Then, for any two adjacent vertices x and y of G there must
exist a spanning tree T in T (G) such that dT (x, y) ≤ 2. If dT (x, y) = 2, then a
common neighbor z of x and y in G would form a triangle with vertices x and y,
which is impossible for G = Kn,n. Hence, dT (x, y) = 1 must hold. Thus, any edge xy
of G is an edge of some tree T ∈ T (G). Since there are n2 graph edges to cover by
spanning trees from T (G), we conclude μ ≥ n2/(2n− 1) > n/2.

4.2. Collective tree spanners in cocomparability graphs. We will use the
following definition of cocomparability graphs (see [16, 48, 56]). A graph G is a
cocomparability graph if it admits a vertex ordering σ = [v1, v2, . . . , vn], called a co-
comparability ordering, such that, for any i < j < k, if vi is adjacent to vk, then vj
must be adjacent to vi or to vk. According to [56], such an ordering of a cocomparabil-
ity graph can be constructed in linear time. It is well known also that cocomparability
graphs are 4-chordal and they contain all interval graphs, all permutation graphs, and
all trapezoid graphs (see, e.g., [16, 48] for the definitions).

Since C6 is a cocomparability graph, cocomparability graphs generally do not
admit radius 1 acyclic coverings (although, we can show that both the class of per-
mutation graphs and the class of trapezoid graphs do admit radius 1 acyclic coverings
[28]). Here we will present a very simple direct proof for the statement that the class
of cocomparability graphs is (1/2, 1)-decomposable.

Theorem 4.10. The class of cocomparability graphs is (1/2, 1)-decomposable.
Moreover, for a given cocomparability graph G with n vertices and m edges a decom-
position tree BT (G) can be constructed in O(m log2 n) time.

Proof. Let G be a cocomparability graph with a cocomparability ordering σ =
[v1, v2, . . . , vn]. Consider the closed neighborhood of the vertex v�n/2�. We claim that
the graph G′ obtained from G by removing vertices of N [v�n/2�] has no connected
components with more that n/2 vertices. Indeed, there are no more than n/2 vertices
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in G which are on the left (analogously, on the right) side of v�n/2� with respect
to σ. Also, if there is an edge connecting vertices vi and vj with i < �n/2� < j,
then at least one of these vertices must belong to N [v�n/2�] as σ is a cocomparability
ordering. Therefore, each connected component Gs of G′ has at most n/2 vertices
since it consists of vertices which are only on one side of v�n/2�. It is clear also that
the ordering σ projected to the vertices of Gs gives a cocomparability ordering of Gs.
Hence we can assume by induction that Gs is a (1/2, 1)-decomposable graph.

Hence, we have the following corollaries.
Corollary 4.11. Any cocomparability graph G with n vertices and m edges

admits an additive 2-spanner with at most (n − 1) log2 n edges, and such a sparse
spanner can be constructed in O(m log2 n) time.

Corollary 4.12. Any cocomparability graph G with n vertices and m edges
admits a system T (G) of at most log2 n collective additive tree 2-spanners, and such
a system of spanning trees can be constructed in O(m log2 n) time.

It is known [62] that any cocomparability graph admits a (one) additive tree 3-
spanner. In a forthcoming paper [31], using different technique, we show that the
result stated in Corollary 4.12 can further be improved. One can show that any
cocomparability graph admits a system of two collective additive tree 2-spanners and
there are cocomparability graphs which do not have any (one) additive tree 2-spanners.
Since the complete bipartite graph Kn,n is a cocomparability graph, from the proof
of Observation 4.9, we also have the following observation.

Observation 4.13. There are cocomparability graphs on n vertices for which any
system of collective additive tree 1-spanners will need to have at least Ω(n) spanning
trees.

5. Collective tree spanners in circular-arc graphs. In this section we de-
scribe another way of obtaining a system of few collective additive tree spanners. We
demonstrate it on the class of circular-arc graphs.

The intersection graph of a family of n sets is the graph where the vertices are the
sets, and the edges are the pairs of sets that intersect. Every graph is the intersection
graph of some family of sets. A graph G = (V,E) is an interval graph if it is the
intersection graph of a finite set of intervals (line segments) on a line. A graph G is a
circular-arc graph if it is the intersection graph of a finite set of arcs on a circle. An
interval graph is a special case of a circular-arc graph; it is a circular-arc graph that
can be represented with arcs that do not cover the entire circle. Hence, if we remove
from a circular-arc graph G = (V,E) a vertex v ∈ V together with its neighbors, the
resulting graph will be interval [48] (see Figure 3 for an illustration).

It is well known that any interval graph admits an additive tree 2-spanner, and
such a tree spanner is computable in linear time [61]. On the other hand, for any
constant r ≥ 0, there is a circular-arc graph without any additive tree r-spanner.
Indeed, consider an induced cycle Cq on q ≥ 3 vertices. Clearly, it is a circular-arc
graph. Let P be an arbitrary spanning path of Cq and x and y be the end vertices
of P . Then, trivially, dCq (x, y) = 1, dP (x, y) = q − 1, i.e., a circular-arc graph Cq

does not admit any additive tree (q − 3)-spanner. In what follows we show that two
spanning trees are enough to collectively additively 2-span any circular-arc graph.

Let G = (V,E) be a circular-arc graph, u be its arbitrary vertex, and Tu be a BFS-
tree of G rooted at u. Consider an interval graph G− obtained from G by removing
vertices of N [u]. For each connected component of G−, compute its additive tree 2-
spanner using a linear time algorithm from [61]. Extend obtained forest to a spanning
tree T of the original graph G (see Figure 3 for an illustration).
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Fig. 3. (a) A set S of circular-arcs (with arcs from N [e] in bold); (b) the set of intervals
corresponding to S \N [e]; (c) the corresponding to S circular-arc graph G with a spanning tree Te

in bold; (d) a spanning tree T of G obtained from two local tree 2-spanners.

Lemma 5.1. Spanning trees {T, Tu} are collective additive tree 2-spanners of a
circular-arc graph G.

Proof. Let x and y be two arbitrary vertices of G. If there is a shortest path
in G connecting vertices x and y and avoiding the neighborhood N [u] of u, then
dG(x, y) = dG−(x, y) and, by construction of T , dT (x, y) ≤ dG−(x, y)+2 = dG(x, y)+2
holds. Let now a shortest path P connecting x and y in G intersect N [u], and let v
be a vertex from N [u]∩P . Since Tu is a shortest-path tree of G rooted at u, we have
dG(x, u) = dTu(x, u) and dG(u, y) = dTu(u, y). Hence, dG(x, y) = dG(x, v)+dG(v, y) ≥
dG(x, u) − 1 + dG(u, y) − 1 = dTu(x, u) + dTu(u, y) − 2 ≥ dTu(x, y) − 2.

Hence, we conclude the following theorem and corollary.
Theorem 5.2. Any circular-arc graph G admits a system of two collective addi-

tive tree 2-spanners, and such a system of spanning trees can be constructed in linear
time.

Corollary 5.3. Any circular-arc graph G with n vertices and m edges admits
an additive 2-spanner with at most 2n − 2 edges, and such a sparse spanner can be
constructed in O(m + n) time.

6. Collective tree spanners and routing labeling schemes. Routing is one
of the basic tasks that a distributed network of processors must be able to perform.
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A routing scheme is a mechanism that can deliver packets of information from any
vertex of the network to any other vertex. More specifically, a routing scheme is a
distributed algorithm. Each processor in the network has a routing daemon running
on it. This daemon receives packets of information and has to decide whether these
packets have already reached their destination, and if not, how to forward them
towards their destination. Each packet of information has a header attached to it.
This header contains the address of the destination of the packet, and in some cases,
some additional information that can be used to guide the routing of this message
towards its destination. Each routing daemon has a local routing table at its disposal.
It has to decide, based on this table and on the packet header only, whether to pass
the packet to its host, or whether to forward the packet to one of its neighbors in the
network.

The efficiency of a routing scheme is measured in terms of its multiplicative stretch,
called delay, (or additive stretch, called deviation), namely, the maximum ratio (or
surplus) between the length of a route, produced by the scheme for some pair of
vertices, and their distance.

A straightforward approach for achieving the goal of guaranteeing optimal routes
is to store a complete routing table in each vertex v in the network, specifying for each
destination u the first edge (or an identifier of that edge, indicating the output port)
along some shortest path from v to u. However, this approach may be too expensive
for large systems since it requires a total of O(n2 log d) memory bits in an n-processor
network with maximum degree d [41]. Thus, an important problem in large-scale
communication networks is the design of routing schemes that produce efficient routes
and have relatively low memory requirements (see [3, 24, 35, 49, 57, 60, 68]).

This problem can be approached via localized techniques based on labeling
schemes [57]. Informally speaking, the routing problem can be presented as requiring
us to assign a label to every vertex of a graph. This label can contain the address of
the vertex as well as the local routing table. The labels are assigned in such a way
that at every source vertex v and given the address of any destination vertex u, one
can decide the output port of an outgoing edge of v that leads to u. The decision
must be taken locally in v, based solely on the label of v and the address of u.

Following [57], one can give the following formal definition. A family � of graphs
is said to have an l(n) routing labeling scheme if there is a function L labeling the
vertices of each n-vertex graph in � with distinct labels of up to l(n) bits, and there
exists an efficient algorithm, called the routing decision, that given the label of a
source vertex v and the label of the destination vertex (the header of the packet),
decides in time polynomial in the length of the given labels and using only those two
labels, whether this packet has already reached its destination, and if not, to which
neighbor of v to forward the packet. Thus, the goal is, for a family of graphs, to find
routing labeling schemes with small stretch factor, relatively short labels, and fast
routing decision.

To obtain routing schemes for general graphs that use o(n)-bit label for each
vertex, one has to abandon the requirement that packets are always routed on shortest
paths, and settle instead for the requirement that packets are routed on paths with
relatively small stretch [3, 4, 24, 35, 60, 68]. A delay-3 scheme that uses labels of size
Õ(n2/3) was obtained in [24], and a delay-5 scheme that uses labels of size Õ(n1/2)
was obtained in [35].1 Recently, authors of [68] further improved these results. They
presented a routing scheme that uses only Õ(n1/2) bits of memory at each vertex of

1Here, Õ(f) means O(f polylog n).
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an n-vertex graph and has delay 3. Note that each routing decision takes constant
time in their scheme, and the space is optimal, up to logarithmic factors, in the sense
that every routing scheme with delay < 3 must use, on some graphs, routing tables
of total size Ω(n2), and hence Ω(n) at some vertex (see [39, 42, 45]).

There are many results on optimal (with delay 1) routing schemes for particular
graph classes, including complete graphs, grids (alias meshes), hypercubes, complete
bipartite graphs, unit interval and interval graphs, trees and 2-trees, rings, tori, unit
circular-arc graphs, outerplanar graphs, and squaregraphs. All those graph families
admit optimal routing schemes with O(d log n) labels and O(log d) routing decision.
These results follow from the existence of special so-called interval routing schemes for
those graphs. We will not discuss details of this scheme here; for precise definitions
and an overview of this area, we refer the reader to [41].

Observe that in interval routing schemes the local memory requirement increases
with the degree of the vertex. Routing labeling schemes aim at overcoming the prob-
lem of large degree vertices. In [40], a shortest-path routing labeling scheme for trees
of arbitrary degree and diameter is described that assigns each vertex of an n-vertex
tree a O(log2 n/ log log n)-bit label. Given the label of a source vertex and the label
of a destination it is possible to compute, in constant time, the neighbor of the source
that heads in the direction of the destination. A similar result was independently
obtained also in [68]. This result for trees was recently used in [32, 33] to design inter-
esting low-deviation routing schemes for chordal graphs and general c-chordal graphs.
Reference [32] describes a routing labeling scheme of deviation 2 with labels of size
O(log3 n/ log log n) bits per vertex and O(1) routing decision for chordal graphs. Ref-
erence [33] describes a routing labeling scheme of deviation 2�c/2� with labels of size
O(log3 n) bits per vertex and O(log log n) routing decision for the class of c-chordal
graphs.

Our collective additive tree spanners give much simpler and easier to understand
means of constructing compact and efficient routing labeling schemes for all (α, r)-
decomposable graphs. We simply reduce the original problem to the problem on trees.

Let G be an (α, r)-decomposable graph and let T (G) = {T 1, T 2, . . . , Tμ} (μ ≤
O(log2 n)) be a system of μ collective additive tree 2r-spanners of G. We can prepro-
cess each tree T i using the O(n log2 n) algorithm from [40] and assign to each vertex
v of G a tree label Li(v) of size O(log2 n/ log log n) bits associated with the tree T i.
Then we can form a label L(v) of v of size O(log3 n/ log log n) bits by concatenating
the μ tree labels. We store in L(v) also the string Av of length O(log2 n) bits described
in subsection 2.2. Thus, L(v) := Av ◦ L1(v) ◦ · · · ◦ Lμ(v).

Now assume that a vertex v wants to send a message to a vertex u. Given the
labels L(v) and L(u), v first uses their substrings Av and Au to find in log2 n time
an index i such that for tree T i ∈ T (G), dT i(v, u) ≤ dG(v, u) + 2r holds. Then, v
extracts from L(u) the substring Li(u) and forms a header of the message H(u) :=
i ◦ Li(u). Now, the initiated message with the header H(u) = i ◦ Li(u) is routed to
the destination using the tree T i: when the message arrives at an intermediate vertex
x, vertex x using own substring Li(x) and the string Li(u) from the header makes a
constant time routing decision.

Thus, the following result is true.
Theorem 6.1. Each (α, r)-decomposable graph with n vertices and m edges

admits a routing labeling scheme of deviation 2r with addresses and routing tables of
size O(log3 n/ log log n) bits per vertex. Once computed by the sender in log2 n time,
headers never change. Moreover, the scheme is computable in O((p(n) + t(n) + m +
n log2 n) log2 n) time, and the routing decision is made in constant time per vertex,
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Table 1

Routing labeling schemes obtained for special graph classes via collective additive tree spanners.

Graph Scheme Addresses and Message Routing Devia-
class construction routing tables initiation decision tion

time (bits per vertex) time time

Chordal O(m log2 n O(log3 n/ log logn) log2 n O(1) 2
+n log2

2 n)

Chordal O(nm log2 n) O(log3 n/ log logn) log2 n O(1) 2
bipartite

Cocompa- O(m log2 n O(log3 n/ log logn) log2 n O(1) 2
rability +n log2

2 n)

c-Chordal O(n3 log2 n) O(log3 n/ log logn) log2 n O(1) 2�c/2�

Circular- O(n log2 n O(log2 n) O(1) O(1) 2
arc +m)

where p(n) is the time needed to find a balanced and bounded radius separator S and
t(n) is the time needed to find a central vertex for S.

Projecting this theorem to the particular graph classes considered in this paper,
we obtain the following results summarized in Table 1. For circular-arc graphs, the
labels are of size O(log2 n) bits per vertex since this size labels are needed to decide in
constant time which tree T or Tu is good for routing for given source x and destination
y. We will choose tree T ′ ∈ {T, Tu} such that dT ′(x, y) = min{dT (x, y), dTu(x, y)}.
According to [57], in O(n log2 n) total time the vertices of an n-vertex tree T can be
labeled with labels of up to O(log2 n) bits such that, given two labels of two vertices
x, y of T , it is possible to compute in constant time the distance dT (x, y), by merely
inspecting the labels of x and y.

7. Extension to the weighted graphs. Although in our previous discussions
graph G is assumed (for simplicity) to be unweighted, the obtained results, in slightly
modified form, are true even for weighted graphs.

Let G = (V,E,w) be a weighted graph with the weight function w : E → R+. In a
weighted graph G, the length of a path is the sum of the weights of edges participating
in the path. The distance dG(x, y) between vertices x and y is the length of a shortest-
length path connecting vertices x and y.

It is easy to see that, if in sections 2–4 we consider shortest path trees instead
of BFS-trees, interpret r as an upper bound on the weighted radius of a balanced
separator S ⊆ V , and denote the maximum edge weight by w, then the following
corollaries from the previous results are true.

• Any weighted (α, r)-decomposable graph with n vertices, where r is an upper
bound on the weighted radius of a balanced separator, admits a system of at
most log1/α n collective additive tree 2r-spanners.

• Any weighted c-chordal graph with n vertices admits a system of at most
log2 n collective additive tree (2�c/2�w)-spanners.

• Any weighted chordal, chordal bipartite, or cocomparability graph with n
vertices admits a system of at most log2 n collective additive tree 2w-spanners.

8. Conclusion and further developments. In this paper, we introduced a
new notion of collective tree spanners, and showed that any (α, r)-decomposable graph
G with n vertices admits a system of at most log1/α n collective additive tree 2r-
spanners. As a consequence, we got that any chordal graph, chordal bipartite graph
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or cocomparability graph admits a system of at most log2 n collective additive tree
2-spanners. We complemented these results by lower bounds, which say that any
system of collective additive tree 1-spanners must have Ω(

√
n) spanning trees for

some chordal graphs and Ω(n) spanning trees for some chordal bipartite graphs and
some cocomparability graphs. We also showed that every c-chordal graph admits a
system of at most log2 n collective additive tree (2�c/2�)-spanners and every circular-
arc graph admits a system of two collective additive tree 2-spanners. Furthermore,
we discussed an application of the collective tree spanners to the problem of designing
compact and efficient routing schemes in graphs.

Collective tree spanners can find applications also in designing compact and ef-
ficient distance labeling schemes for graphs, defined in [57]. As shown in [57], the
vertices of any n-vertex tree T can be labeled with labels of up to O(log2 n) bits such
that, given two labels of two vertices x, y of T , it is possible to compute in constant
time the distance dT (x, y) by merely inspecting the labels of x and y. Hence, any
n-vertex graph G, admitting a system of μ collective additive tree r-spanners, admits
a labeling that assigns O(μ log2 n) bit labels to vertices of G such that, given two
labels of two vertices x, y of G, it is possible to compute in O(μ) time an additive
r-approximation to the distance dG(x, y) by merely inspecting the labels of x and y,
without using any other information about the graph.

In forthcoming papers [23, 29, 31], we investigate the collective tree spanners
problem in other special families of graphs such as homogeneously orderable graphs,
AT-free graphs, House–Hole–Domino-free graphs, graphs of bounded tree-width (in-
cluding series-parallel graphs, outerplanar graphs), graphs of bounded asteroidal num-
ber, and others. We show that

• any homogeneously orderable graph admits a system of at most log2 n collec-
tive additive tree 2-spanners and (one) additive tree 3-spanner,

• any House–Hole–Domino-free graph admits a system of at most 2 log2 n col-
lective additive tree 2-spanners,

• any AT-free graph admits a system of two collective additive tree 2-spanners,
• any graph whose asteroidal number is bounded by a constant admits a system

of a constant number of collective additive tree 3-spanners,
• any graph whose tree-width is bounded by a constant admits a system of at

most O(log2 n) collective additive tree 0-spanners,
• any graph whose clique-width is bounded by a constant admits a system of

at most O(log2 n) collective additive tree 2-spanners.
We conclude this paper with a few open questions/problems:
1. What is the complexity of the problem, “Given a graph G and integers μ,

r, decide whether G has a system of at most μ collective additive tree r-
spanners” for different μ ≥ 1, r ≥ 0 on general graphs and on different
restricted families of graphs?

2. What is the best trade-off between the number of trees μ and the additive
stretch factor r on planar graphs? (So far, we can state only that any planar
graph admits a system of O(

√
n) collective additive tree 0-spanners.)

3. What would be some more applications where collective tree spanners could
be useful? The fact that collective tree spanners give a collection of (good)
trees might make it easy to adapt many tree algorithms for the graphs that
have collective tree r-spanners.

When this paper was already under review for this journal, we learned from A.
Gupta that they introduced in [49] a notion of tree covers of graphs which is identical to
our notion of collective multiplicative tree spanners. They additionally showed there
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that any planar graph admits a system of at most 2 log2 n collective multiplicative
tree 3-spanners. This result makes question 2 even more intriguing.

Acknowledgments. We are very grateful to anonymous referees for many useful
suggestions.
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