STUDY GUIDE FOR FINAL EXAM
PDA Spring 2010
COMMENTS: The slides for the course should be your primary reference. Texts can be used for reference purposes, as needed, to provide additional explanations. Additionally, there will be some problems that test your ability to apply your understanding of this knowledge. This is a closed book exam. Only one page of handwritten notes is permitted, and it must be handed in with test. (Front side only, 8.5x11 no magnifying devices.)
Slide Set I: (General Concepts)
· Very basic understanding of terminology
· Multiprocessors 
· Multicomputers
· SPMD

· Understand terms in Flynn’s Taxonomy, especially SIMD and MIMD
· Understanding and ability to compute various algorithm metrics, including running time, speedup, cost, cost optimality, efficiency, work

· Familiarity with various Computational models studied
· Contrast between Data Parallelism and. Control Parallelism
·  Ability to explain optimal speedup
· Reasons speedup is generally suboptimal
· Arguments for and against existence of Superlinear Speedup
· What are non-traditional problems and their relation to superlinearity.

· Ability to compute running time, cost, speedup, and efficiency & to determine optimality on specific examples. 
· How do we determine if algorithms are cost optimal.   

· Ability to recall and/or explain Amdahl’s law and its implications on the usefulness of parallelism.
· Explain how Gustafon’s law shows why limitations to parallelism implied by Amdahl’s law are not serious limitations. 
Slide Set II: (The PRAM Model) ---  no proofs 
· Understanding of PRAM model properties
· Reasons for importance of PRAM model

· Understanding of the main PRAM models, based on memory access methods
· Understanding of PRAM prefix sum and its modifications to obtain a cost optimal version.
· PRAM array packing algorithm, analysis of running time, cost.
· List Ranking Algorithm using pointer jumping. 

· Familiarity with Cole’s Merge Sort (but not proof).
Slide Set III (Combinational Circuits and Sorting Networks)
· Understanding of combinational circuits and characteristics.

· Understanding of related concepts like fan-in, fan-out, comparator,  

· Understanding and ability to compute metrics like depth, width, size.

· Understanding of general idea of combinational circuit for prefix sum

· High level understanding of Batcher’s odd-even merging circuit 

· Width, depth, size, running time of circuit
· High level understanding of Batcher’s odd-even sorting circuit.

· Width, depth, size, running time of circuit..

· An understanding of the “0-1 Principal” statement but not its proof 

· An understanding of the statement of the Odd-Even Transportation Network but not the details of its algorithm.
· NOTE: The two above items are covered from a “linear array of processors” point of view at the beginning of Chapter 8 and used extensively in the proof of the Mesh Sort.

Slide Set IV (Asynchronous Interconnection Network and Communications)

· Static topologies covered in slides (Clique, ring, other topologies described in notes)
· Diagram and basic description level understanding at this point.
· Understand terminology (i.e., metrics) for static topologies (degree, distance between nodes, diameter, bisection width, etc.)
· Dynamic Network examples
· The Hockney Performance Model for asynchronous Communications
· A general, high level understanding of the following communication protocols
· Store & Forward Protocol
· Store & Forward Protocol using Pipeline
· Cut-Through Protocols: Circuit-Switching and Wormhole..
· Concurrent Communications Models
· Understanding of basic features of Multi-port model and 1-port models, as they will be frequently used in future
· Unidirectional Ring Basics 

· Understand details of this model
· Ability to calculate cost to transmit over multiple links

·   Broadcast, Scatter, All-to-All Algorithms, Pipeline Broadcast for Unidirectional Ring. 
· Only a general understanding of these algorithms. No expectation for explaining the details of algorithms.
· Hypercubes (NOTE: Overlap material covered partly before & partly after midterm)
· Definition and Basic Properties

· Hamming Distance
· Hypercube shortest paths

· Hypercube routing

· Gray code

· Embedding terminology (e.g., embedding, preserve locality, onto, etc.)

· Ring embedding for n-cube (using gray code). 

· High level understanding of only for theorems and proofs in slides regarding hypercubes. (E.g.,  defn of “familiarity” on next page.)
NEW—STRICTLY AFTER MIDTERM
Slide Set V (Linear Arrays – Akl Chapter 7)

· Description (e.g., properties) of the linear array model assumed
· Familiarity with an algorithm means understanding what the algorithm does, having a high-level understanding of how the algorithm works, and knowledge of its complexity analysis. By “high level”, one should be able to give a general description of the algorithm, in terms of its major steps, etc., but does not include being able to reproduce a complete description of the algorithm.

· Familiarity with the features of the “Linear Array Comparison-Exchange” Sort,  as defined above.
· Familiarity with the “matrix by vector multiplication” algorithm, as defined above.
· How multiplication of two matrices can be supported, as described above. 
· Familiarity with the “Solutions of Triangular Systems” algorithm, as discussed above
· Familiarity with convolutions covered in class or homework.
Slide Set VI (Message-Passing Ring Algorithms)

· Understanding of the ring model used in CLR textbook
· Ability to explain how the basic Matrix-Vector Multiplication algorithm works and its complexity analysis.
· Ability to explain how the basic Matrix-Matrix Multiplication algorithm works and its complexity analysis.

· Understanding of stencil applications

· Understanding of the “greedy algorithm for stencils” steps

· Understanding of second algorithm for stencils
· Understanding of various allocation schemes of data to processors and their advantages and disadvantages 

· Some general high-level knowledge of analysis techniques for stencil algorithms, but no expectation to reproduce evaluations. 

· Ability to discuss issues discussed in slides 41-46
Slide Set VII (Mesh Model Algorithms – Akl Ch 9)

· Understanding of Mesh model
· The “0/1 Principle” and “Transposition Sort” was discussed for a circuits in great detail at the end of the “Combinational Circuits and Sorting Networks” chapter. 

· You are only expected to understand the statement of the results for these two algorithms here. 

· Since the algorithm details for very similar algorithms was covered in slides on Combinational Circuits, these will NOT be retested here.

·  You should be understand what the mesh sort algorithm does and be familiar with the mesh sort algorithm and its complexity analysis, in the sense that “familiarity” was defined earlier. 
Slide Set VIII (Message-Passing Grid Algorithms – CLR Ch5)

· An understanding of the Grid models(especially, the torus) used in this chapter and communications and portal issues needed to understand how model works.
· Ability to explain how the Outer-Product Matrix algorithm works and z high level understanding of its complexity analysis, but no expectation to reproduce analysis
· A high-level understanding of issues discussed in slides 23-25 on “Grid vs Ring”

Slide Sets IX (Includes SIMD & Associative Computing  MIMD Comparison)
· An general understanding of the Associative model (or Associative Processor) introduced in these slides
· A high-level understanding of the air traffic control (ATC) problem
· A high-level understanding of the advantages of using a SIMD or associative processor (AP) for ATC over a MIMD.
