Some Study Suggestions for Midterm
(PDA Spring 2010 – slightly modified)
COMMENTS: I am assuming that everyone will study the current set of classroom slides, as they are the real study guide for the midterm exam. The below list will highlight some particular items that you should study more carefully while preparing for this test. Listed references for each set of slides should also be used, as needed, to provide more clarification, depth, or general information for the slides.  This examination will be taken during class and no use of references will be permitted. Please do not miss this test, as I do not normally give “makeup” exams. 
Slide Set I: (General Concepts)
· Terminology and general information about topics
· Multiprocessors 
· Multicomputers
· SPMD

· Terms in Flynn’s Taxonomy, especially SIMD and MIMD
· Grain size

· UMA and NUMA

· Understanding and ability to compute various algorithm metrics, including running time, speedup, cost, cost optimality, efficiency, work

· Familiarity with various models studied
· Data Parallelism vs. Control Parallelism
·  Ability to recall and explain optimal speedup, Speedup Folklore Theorem, proof, counterexample.
· Suboptimal speedup issues

· Arguments for and against Superlinear Speedup and proofs

· Non-traditional problems and relation to superlinearity considerations

· Ability to recall and explain Slowdown Folklore Theorem & proof.

· Ability to compute running time, cost, speedup, and efficiency & to determine optimality on specific examples. 

· Optimal speedup 

· Determining if algorithms are cost optimal.   

· Ability to recall and/or explain Amdahl’s law and its proof.
· Amdahl’s law and its limitations on parallelism.  

· Amdahl’s law and superlinearity

· Limits on parallelism, Gustafon’s law, and its relationship to Amdahl’s law
· Explain why Amdahl’s law does not imply that parallelism benefits will be very limited.

Slide Set II: (The PRAM Model)

· Thorough understanding of PRAM model properties
· Reasons for importance of PRAM model

· Various PRAM models, based on memory access methods and comparative power
· Understanding of PRAM prefix sum and proof and its modifications to obtain a cost optimal version.
· PRAM array packing algorithm, analysis of running time, cost.
· List Ranking Algorithm using pointer jumping

· PRAM model separation- Relative power between the PRAM models and justification. 

· Cole’s Merge Sort result and high level idea of proof. 
· A high level understanding (e.g., detailed overview) of proof of PRAM convex hull algorithm.
· High understanding of PRAM convex hull algorithm

· Ability to give high level explanation of it

· Argument that it is optimal.

Slide Set III (Combinational Circuits and Sorting Networks)
· Understanding of combinational circuits and characteristics.

· Understanding of related concepts like fan-in, fan-out, comparator,  

· Understanding and ability to use metrics like depth, width, size.

· A high level understanding construction of Akl’s implementation of PRAM.

· Consequences of this implementation
· Understanding of general idea of combinational circuit for prefix sum

· Understanding of Batcher’s odd-even merging circuit 

· Width, depth, size, running time of circuit
· Understanding of Batcher’s odd-even sorting circuit.

· Width, depth, size, running time of circuit.

· A theoretically optimal sorting circuit.

· Conceptually understanding of memory access unit for RAM
· Conceptual understanding of how a memory access unit for PRAM works and why this provides a proof that PRAM can be implemented. 
· Recall and understanding of the “0-1 Principal” theorem and its proof. 

· Understand the Odd-Even Transportation Network and have a high-level understanding of its proof.  

· Note: A more complete proof is given in slides for PDA-Sp07 Chapter 8 slides (on Mesh Networks). These occur in initial slides before the Mesh network algorithms are considered. 

· Slides in this chapter explain proof reasonable well, but count of actual steps in last 1-3 steps may be off by 1 or 2. 

Slide Set IV (Asynchronous Interconnection Network and Communications)

· Static & Dynamic topologies
· Static topologies covered in slides (Clique, ring, other topologies described in notes)
· Diagram and basic description level understanding at this point.
· Understand terminology (i.e., metrics) for static topologies (degree, distance between nodes, diameter, bisection width, etc.)
· Dynamic Network examples
· The Hockney Performance Model for asynchronous Communications
· Store & Forward Protocol
· Store & Forward Protocol using Pipeline
· Cut-Through Protocols: Circuit-Switching and Wormhole
· Understanding concepts of both
· Understanding comparison between and with Store & Forward.
· LogP Model, Related Models, Affine Models – high-level (or overview) understanding only.
· Concurrent Communications Models
· Understanding of basic features of each.
· Ones that will be used in future chapters are more important and should be understood in more depth. 
· Multi-port model is particularly important, as it will be frequently used.
· 1-port is next in importance.

· Unidirectional Ring Basics
· An interconnection network model that is heavily used in this chapter. 

· Understand details of this model 
· Also, needed for later algorithms and proofs.
· Ability to calculate cost to transmit over multiple links

·   Broadcast, Scatter, All-to-All Algorithms, Pipeline Broadcast for Unidirectional Ring. 
· Need to be able to explain algorithm and analyze performance of these

· There may need to be some overlap in midterm and final on coverage of this material.

· Hypercubes
· Definition and Basic Properties

· Hamming Distance

· Hypercube shortest paths

· Hypercube routing

· Gray code

· Embedding terminology (e.g., embedding, preserve locality, onto, etc.)

· Ring embedding for n-cube (using gray code). 

· Theorems and proofs in slides regarding hypercubes

