Some Topic to Study for Midterm Exam  
· I will try to select questions that emphasize your understanding of concepts in this course and your ability to work with them.
· It is important to focus on understanding concepts and issues rather than spending time trying to memorize a lot of things.

· Study should include 

· Slides used in Class for Introduction, Parallel Architectures (parts 1 &2), and Associative Computing (Parts 1-3)
· Assigned reading material for preceding six sets of slides. This includes Chapter 1-2 in Quinn, relevant portions of two papers, and the  ASC primer.

· Your understanding of a homework assignment could be tested by a test question.
· Remember that the slides contain information that is not in the reading assignments; also, the reading assignments contain information that is not in the slides.

· Need to understand concepts, definitions, and issues discussed in slide sets and assigned reading material.  You may be asked to

·  Explain concepts (e.g., Multicomputer, data parallel, SPMD, etc)

· Discuss issues or topics covered in slides or readings.
· compare (e.g., similarities & dissimilarities) related topics such as SIMD vs MIMD,  data parallel vs control parallel
· Some important topics from Introduction  (slides & Chapter 1 of  Quinn)
· Understand four classes in  Flynn’s Taxonomy, but more information about the  MIMD & SIMD classes, including subtopics such as 
· Multicomputers
· Multiprocessors 
· UMA and NUMA

· Pipeline

· Data Parallel

· Functional/control/Job parallel

· Data Dependency Graphs and their connection to Data and Control Parallelism.
· Some important topics from Parallel Architectures slides (Part 1-2) and Chapter 2 

· Interconnection Networks –  terminology and concepts 

· Understanding definitions, uses, etc for terms like diameter, etc.
· Different switch Network topologies  

· 2D mesh, hypercube, linear, binary tree, shuffle-exchange are particularly important
· Definition of topologies, characteristics, advantages & disadvantages, etc. 

· SIMD, MIMD, pipeline architectures & information about them

· Additional information to that covered in introduction material
· Includes more on multicomputers & multiprocessors
· Characteristics, advantages, or comparisons

· Additional concepts and terminology for networks used for message passing.

· Latency, bandwidth, etc.

· How message passing schemes (e.g., Store-and-Forward) work.

· Some important topics from Associative Computing (Parts 1-3)

· Additional material on SIMDs & SIMD executions
· Associative Computers 

· ASC and MASC models and an understanding of their basic properties

· Characteristics of associative programming

· An understanding of how the ASC MST algorithm works

· An understanding of how the Quickhull Algorithm for ASC and for MASC works.
· An understanding of the basics commands of the ASC language and how these work.

· Ability to trace ASC code for a particular example

· An understanding of ASC code for MST problem
