Some Topic to Study for F2008 Midterm Exam  
· I will try to select questions that emphasize your understanding of concepts in this course and your ability to work with them.
· It is important to focus on understanding concepts and issues rather than spending time trying to memorize a lot of things. However, you need to have a clear understanding of concepts and definitions.
· Your study should include 

· All slides used in Class for Introduction to Parallel Computing , Parallel Associative Computing (Parts 1-2), and ClearSpeed Computing (currently three sets of slides). However, additional material covered since ClearSpeed computing (e.g., Parallel Architecture) will not be covered. 
· Assigned reading material for preceding six sets of slides. This includes Chapter 1 in Quinn and relevant portions of the following: the three reference papers posted for associative computing, the ASC primer, and the ClearSpeed Introductory Manual.

· Your understanding of a homework assignment may be tested by a test question.
· Remember that the slides contain information that is not in the reading assignments; also, the reading assignments contain information that is not in the slides.

· Need to have a clear understanding of concepts, definitions, and issues discussed in slide sets and assigned reading material.  You may be asked to

·  Explain concepts (e.g., Multicomputer, data parallel, SPMD, etc)

· Discuss issues or topics covered in slides or readings.
· compare (e.g., similarities & dissimilarities) related topics such as SIMD vs MIMD, data parallel vs control parallel
· Some important topics from Introduction  (slides & Chapter 1 of  Quinn)
· Understand the four classes in  Flynn’s Taxonomy. However  the information about the  MIMD & SIMD classes are more important, and your study should include subtopics such as 
· Multicomputers
· Multiprocessors 
· UMA and NUMA

· Pipeline

· Data Parallel

· Functional/control/Job parallel. (While some authors assign slightly different meanings to these three names, we will treat them as three names for the same concept here.) 
· Data Dependency Graphs and their connection to Data and Control Parallelism.
· Some important topics from Associative Computing (Parts 1-2)

· Additional material on SIMDs & SIMD executions
· Associative Computers 

· ASC and MASC models and an understanding of their basic properties

· Characteristics of associative programming

· An understanding of how the ASC MST algorithm works

· An understanding of how the Quickhull Algorithm for ASC and for MASC works.
· An understanding of the basics commands of the ASC language and how these work.

· Ability to trace ASC code for a particular example

· An understanding of ASC code for MST problem
· You may be asked to write a short segment of ASC code to perform certain operations, as in slides and Primer examples. You will not be expected to write an ASC program. 

· Some ClearSpeed Concepts to review
· Review the slides titled “ClearSpeed Overview” from an “overview” point of view. These slides were intended to give an overview of the capabilities of the ClearSpeed board only and not an in-depth understanding of it.
· The slides on the Cn programming (and related portion of the ClearSpeed Introductory Programming Manual) is the primary reference for the portion of the test covering ClearSpeed and should be studied carefully.
· You will not be expected to write any ClearSpeed code, but might be asked to trace the action of a ClearSpeed command or brief segment of commands on data (Similar to traces in ASC slides and Primer). 
· The slides for the associative functions should be studied from an “overview” point of view. 

· E.g., understand what ASC associative functionality is supported by ClearSpeed and what additional associative features are supported by functions we have added.

· You will not be expected to write any code using these functions.

· Greater understanding of these slides will be required for the ClearSpeed homework assignment.
