Course Syllabus

Parallel and Distributed Computing 6/73301
Fall 2008

Instructor & Contact Information
· Professor Johnnie W. Baker
· Office MSB 260

· Phone 330-672-9061
· jbaker@cs.kent.edu
· Office Hours  ---  Most afternoons at MWF 1-2pm or TH 2:30-3:30 or by appointment
· These hours may have to change if my schedule changes or conflicts develop. 
Course name and number with prefix, title, and section number

· Parallel & Distributed Computing  CS 63301 Section 001, CRN 11991
· Parallel & Distributed Computing CS 73301, Section 001, CRN 12527
Textbook and References:

· Slides will contain a lot of information and will be a primary source of information for this course.

· Textbook

· Parallel Programming in C with MPI and OpenMP 

· Michael Quinn, author

· Published by McGraw Hill in 2004

· Additional References for Supplementary Reading
· Classroom Slides will also include additional information from a wide range of sources

· Some parallel programming information from the two recent books listed below may be added to the course slides:
· Calvin Lin & Lawrence Snyder, “Principles of Parallel Programming”, Addison Wesley, 2009.
· David Kirk & Wen-mei Hwu, Programming Massively Parallel Processors, NVIDIA &  Morgan Kaufmann, 2010

· Any required reference material from sources other than our textbook will be handed out or posted on course website
· Also, an online reference textbook (by Selim Akl) and a pointer to a second online reference textbook (by Ian Foster) will be available at the course website.

Prerequisites:

· Designed to be accessible to all graduate students in computer science

· Students who are not CS graduate students may also be qualified to take course
Course Description: Includes a broad coverage of the fundamental concepts of parallel computation rather than focusing primarily on the latest trends, which are often quickly outdated due to the rapid changes in technology in this area.  The principal types of parallel computation are covered by investigating three key features for each: typical architectural features, typical programming languages, and algorithm design techniques. Also the popular MPI language used with a wide range of parallel computers will be introduced.  I expect to cover the basic features of one or more additional programming languages such as the CUDA language for the NVIDIA GPU architectures and the  ClearSpeed language Cn.
Specific Topics Included in Course:

· Covers the fundamental (i.e., classic) concepts applicable to all parallel computation, rather than focusing only on latest trends, which are often quickly outdated due to rapid technological changes

· Also covers message-passing processors (e.g., clusters), shared memory processors, and the MPI language. 

· This is the focus of the Quinn Textbook

· Covers the common types of parallel computation by looking at three key features for each type:

· Typical architectural features

· Typical programming languages used

· Typical algorithm design techniques used.
· Asynchronous (MIMD) distributed memory computation

· Message passing communications

· Programming using the MPI Language

· Architectural features

· Examples of typical algorithms
· Additional programming material, such as the basics of one or more additional programming language such as the CUDA language for the NVIDIA GPU architectures and the  ClearSpeed language Cn.
· Asynchronous (MIMD) shared memory computation

· Symmetric multiprocessors or SMPs

· Perhaps a brief look at the OpenMP language 

· Synchronous Computation 

· SIMD and associative computing

· Introduction to synchronous algorithms
· Perhaps programming on the ClearSpeed system using the Cn language.
· Interconnection Networks

· Specific computer networks including 2D mesh, hypercube, etc.

· Synchronous and asynchronous network considerations

· Comparison of advantages and disadvantages of each MIMD and SIMD computation using  a real-time ATC (Air Traffic Control) application
Some Expected Benefits of Course:

· While primary focus is primarily on parallel computation, most information is applicable to distributed computing.

· There is a wide choice of thesis and dissertation topics in this area

· Several professors in department work in this area or make major use of parallel computation in their research

· Students working on a thesis or dissertation in another area may benefit from being able to use parallel computation in their work.

· Fundamental knowledge of parallel is of increasing importance.

· Currently, programming is undergoing a transition from an environment in which most computers and computation are sequential to an environment where most computers will involve multi-core chip technology. Optimal use of these multi-core chips will require the use of parallel computation. Programs that cannot exploit parallel computation that utilize these multi-core chips are not expected to realize any performance improvement either now or in the future, due to the fact that the clock cycle is not expected to increase significantly for sequential computers. As a result, use of parallel computation by professional programmers is almost certain to switch from being an option to becoming a necessity.
· Most large computational problems require a parallel or distributed system to satisfy the speed and memory requirements.
· Parallel computation currently has major advantages over both distributed computation and grid computation for computational intensive problems.

· Programs are normally much simpler

· Architectures are much cheaper

· Efficient use of grid computing as a “massive compute engine” is fairly futuristic.
Grading Policy

· Homework assignments

· Problems, activities, or programs assigned for most chapters

· Probably 5-6 different assignments

· Some assignments will involve programming

·  Course Grade

· Based on homework, midterm, and final

· Approximate weights

· Homework         30%

· Midterm Exam   30%
· Final Exam         40%
· The distribution/percentages that will be used in grading is as follows:
 100-93 A, 92-90 A–, 89-87 B+, 86-83 B, 82-80 B–, 79-77 C+, 76-73 C, 72-70 C–, 69-67 D+, 66-60 D, 59-0 F
Course Website

· Website will be established at http://www.cs.kent.edu/~jbaker/PDC-F10/ 

· Class slides, assignments, and numerous references will be posted on this website. 

Attendance & Makeup Policies: 

· Regular attendance is important in this class. There is a strong correlation between class attendance and grade performance. On the rare occasions that you cannot avoid being absent, you are responsible for getting class notes and assignments. While class slides posted on the class website will provide information about the material covered in class, they will not include some important information such as discussion of points on slides, class discussions, and information written on the board.
	· Students are expected to take all examinations at the scheduled time. If a missed exam is not excused, your grade for that exam will be zero. To receive an excused absence, either you must contact me in advance and receive permission to be absent or else present documented evidence of illness or of an individual/family emergency situation.


Registration Requirement:

· The official registration deadline for this course is September 7, 2008.  University policy requires all students to be officially registered in each class they are attending.  Students who are not officially registered for a course by published deadlines should not be attending classes and will not receive credit or a grade for the course.  Each student must confirm enrollment by checking their class schedule (using Student Tools in FlashFast) prior to the deadline indicated.  Registration errors must be corrected prior to the deadline. 
Statement on Enrollment and Official Registration

· The official registration deadline for this course is September 12, 2010. In case of questions about this date, consult the website
https://keys.kent.edu:44220/ePROD/bwlkffcs.P_AdvUnsecureCrseSearch?term_in=201080 
· University policy requires all students to be officially registered in each class they are attending.  
Students who are not officially registered for a course by published deadlines should not be 
attending classes and will not receive credit or a grade for the course.  Each student must confirm enrollment by checking his/her class schedule (using Student Tools in FlashLine) prior to the deadline indicated.  Registration errors must be corrected prior to the deadline.

Course Withdrawal Deadline: is November 7, 2010.  In case of questions about this date, consult the following webpage

https://keys.kent.edu:44220/ePROD/bwlkffcs.P_AdvUnsecureCrseSearch?term_in=201080
University Policy on Cheating & Plagiarism Statement:

· University policy 3342-3-01.8 deals with the problem of academic dishonesty, cheating, and plagiarism.  None of these will be tolerated in this class.  The sanctions provided in this policy will be used to deal with any violations.  

· If you have any questions, please read the policy at 


http://www.kent.edu/policyreg/policydetails.cfm?customel_datapageid_1976529=2037779 


and/or ask.

Student Disabilities Statement: 

· University policy 3342-3-01.3 requires that students with disabilities be provided reasonable accommodations to ensure their equal access to course content.  If you have a documented 
disability and require accommodations, please contact the instructor at the beginning of the semester to make arrangements for necessary classroom adjustments.  Please note, you must first verify your eligibility for these through Student Accessability Services (contact 330-672-
3391 or visit  www.kent.edu/sas for more information on registration procedures).
