Midterm Exam Study Guide
· Chapter 1 motivated: Intro to parallel Computing
· Moore’s law & its implications in parallel area
· What are reasons and justifications for multicore
· Importance and use of scientific simulation &  examples
· Difference & Similarity between parallel and distributed computing
· Parallel vs Concurrent computing
· Explain methods (i.e.,  algorithm) used to accomplish parallel computation for simple tasks covered in slides such as parallel prefix sum, count the 3s, etc. that have been discussed in class.
· What Is parallel overhead and examples
· What is load imbalance and what are ways of dealing with it.

· Meaning of race condition and data dependency
· What are ways to enforce atomic operations and what is their effect on parallel efficiency.
· What is a reduction operation – and some common examples

· Chapter 2 motivated: Intro to Parallel Architectures

· Basic understanding of different types and examples of parallel architecture.
· Ability to identify main features of the PRAM model and how it works

· Ability to identify main feature of the CTA model and how it works

· Chapter 3 Introduction to Parallel Architectures – continued

· Odd-Even Sort routine

· Comparison of threads and processes

· What is latency hiding and how can it be used to improve efficiency of parallel computation.

· Meaning of latency and throughput

· What are dependencies and how can their effect be minimized 
· What is meaning of granularity and locality?

· Understand definitions of running time, cost, speedup, and efficiency and be able to use these definitions in calcuations.
· How can the use of “cost” allow one to compare efficiency of a parallel computation and a sequential computation?

· What is Superlinear speedup and what are the arguments for its existence and the arguments against its existence. 

· Be able to prove correctness of Amdahl's law.

· Be able to explain Amdahl’s law, Gustafson’s law, and Gustafson-Baris’s law

· Be able to discuss why Amdahl’s law not doom the future of parallel computation
· Be able to use it to work problems using both Amdahl’s law and Gustafson-Baris’s law that are like those given for homework.
· TWO SLIDE SETS: POSIX Threads &OpenMP  AND (Quinn-Ch 17) OpenMP
· Difference between Data and Task Parallelism

· Basic level understanding of POSIX Threads

· Solid understanding of main features of OpenMP language, which has been covered in detail.
· Slide Set 7:  Improving OpenMP Performance
· (to be expanded a little later today)
· SLIDE SET 8: Algorithmic Techniques

· To be somewhat expanded later today)
