GATOR and SWAMP: GPU Computing for Sequence Alignment
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Note: Current hardware configuration is that the three acceleration cards are housed in a single machine for comparative timings



