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ABSTRACT
Recently, the community search problem has attracted significant attention, due to its wide spectrum of real-world applications such as event organization, friend recommendation, advertisement in e-commerce, and so on. Given a query vertex, the community search problem finds dense subgraph that contains the query vertex. In social networks, users have multiple check-in locations, influence score, and profile information (keywords). Most previous studies that solve the CS problem over social networks usually neglect such information in a community. In this paper, we propose a novel problem, named community search over spatial-social networks (TCS-SSN), which retrieves community with high social influence, small traveling time, and covering certain keywords. In order to tackle the TCS-SSN problem over the spatial-social networks, we design effective pruning techniques to reduce the problem search space. We also propose an effective indexing mechanism, namely social-spatial index, to facilitate the community query, and develop an efficient query answering algorithm via index traversal. We verify the efficiency and effectiveness of our pruning techniques, indexing mechanism, and query processing algorithm through extensive experiments on real-world and synthetic data sets under various parameter settings.
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1. INTRODUCTION
With the increasing popularity of location-based social networks (e.g., Twitter, Foursquare, and Yelp), the community search problem has drawn much attention [4, 32, 24, 50] due to its wide usage in many real applications such as event organization, friend recommendation, advertisement in e-commerce, and so on. In order to enable accurate community retrieval, we need to consider not only social relationships among users on social networks, but also their spatial closeness on spatial road networks. Therefore, it is rather important and useful to effectively and efficiently conduct the community search over a so-called spatial-social network, which is essentially a social-network graph integrated with spatial road networks, where social-network users are mapped to their check-in locations on road networks.

In reality, social-network users are very sensitive to post-propagate messages with different topics [14]. Therefore, with different topics such as movie, food, sports, or skills, we may obtain different communities, which are of particular interests to different domain users (e.g., social scientists, sales managers, headhunting companies, etc.). In this paper, we will formalize and tackle a novel problem, namely topic-based community search over spatial-social networks (TCS-SSN), which retrieves topic-aware communities, containing a query social-network user, with high social influences, social connectivity, and spatial/social closeness.

Below, we provide a motivation example of finding a group (community) of spatially/socially close people with certain skills (keywords) from spatial-social networks to perform a task together.

Example 1. (Building a Project Team) Figure 1 illustrates an example of a spatial-social network, $G_{rs}$, which combines social networks $G_s$ with spatial road networks $G_r$. In social networks $G_s$, users, $u_1 \sim u_6$, are vertices, and edges (e.g., $e_{u_1, u_2}$) represent friend relationships between any two users. Each user (e.g., $u_1$) is associated with a set of keywords that represent his/her skills (e.g., programming language skills). Furthermore, each directed edge $e_{u_i, u_j}$ has a weight vector with respect to two topics, (basketball, technology), each weight representing the social influence of user $u_i$ towards user $u_j$ based on certain topic. For example, for the technology topic, the social influence of user $u_5$ on user $u_4$ is given by 0.7, whereas the influence of user $u_4$ on user $u_2$ is 0.8, which shows asymmetric influence probabilities between users $u_2$ and $u_4$ on the technology topic.
Moreover, road networks $G_r$, vertices are intersection points and edges indicate road segments containing connecting those intersection points. Each social-network user from social network $G_s$ has multiple check-in locations on the spatial network $G_r$. 

In order to accomplish a programming project related to basketball websites, a project manager $u_2$ may want to find a voluntary (non-profit) team of developers who have the programming skills such as {Python, HTML, CSS} (i.e., topics), are socially and spatially close to each other, and highly influence each other on basketball topics. In this case, the manager can issue a TCS-SSN query over spatial-social networks $G_{rs}$ and call for a community of developers who can meet and complete the project task.

In Figure 2 although user $u_4$ has the query keyword $C++$ and high influence score with $u_2$, he/she resides in a place far away from $u_2$. Thus, $u_4$ will not be considered. Similarly, user $u_5$ will not be considered, since its influence score based on basketball and technology topic is very low. Therefore, in this running example, a community $\{u_2, u_1, u_4\}$ will be returned as potential team members.

As described in the above example, it is important that relationships among team members (programmers) to be high, so this will encourage them to join and better communicate with their friends. Also, we would like people with certain skills (topics) such as programming skills or front-end and back-end skills. Furthermore, we want programmers to reside within a certain road-network distance such that team members do not have to drive too long to meet.

Prior works on the community search usually consider the community semantics either by temporal distances only [15] and/or structural cohesiveness [24]. They did not consider topic-aware social influences. Moreover, some works [31] considered communities based on topics of interests (e.g., attributes), however, topic-based social influences among users are ignored.

In contrast, in this paper, our TCS-SSN problem will consider the community semantics by taking into account degree of interests (sharing similar topics of interest) among users, degree of interactions (interacting with each other frequently), degrees of mutual influences (users who influence each other), structural cohesiveness (forming a strongly connected component on the social network), and spatial cohesiveness (living in places nearby on road networks).

It is rather challenging to efficiently and effectively tackle the TCS-SSN problem, due to the large scale of spatial-social networks and complexities of retrieving communities under various constraints. Therefore, in this paper, we will propose effective pruning mechanisms that can safely filter out false alarms of candidate users and reduce the search space of the TCS-SSN problem. Moreover, we will design cost-model-based indexing techniques to enable our proposed pruning methods, and propose an efficient algorithm for TCS-SSN query answering via the index traversal. Specifically, we make the following contributions in this paper.

1. We formalize the problem of the topic-based community search over spatial-social networks (TCS-SSN) in Section 2.

2. We propose effective pruning strategies to reduce the search space of the TCS-SSN problem in Section 3.

3. We design effective, cost-model-based indexing mechanisms to facilitate the TCS-SSN query processing in Section 4.

4. We propose an efficient query procedure to tackle the TCS-SSN problem in Section 5.

5. We demonstrate through extensive experiments the efficiency and effectiveness of our TCS-SSN query processing approach over real/synthetic data sets in Section 6.

Section 7 reviews previous works on query processing in social and/or road networks. Finally, Section 8 concludes this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_r, G_s$, and $G_{rs}$</td>
<td>a spatial network, a social network, and a spatial-social network, respectively</td>
</tr>
<tr>
<td>$S$</td>
<td>a set (community) of social-network users</td>
</tr>
<tr>
<td>$u, v, u_j, v_j$</td>
<td>a social-network user</td>
</tr>
<tr>
<td>$u, \text{key}$</td>
<td>a vector of possible keywords associated with user $u$</td>
</tr>
<tr>
<td>$u, L$</td>
<td>a set of check-in locations, $u, L$, by user $u$</td>
</tr>
<tr>
<td>$e_{u,v}$</td>
<td>a directed edge from user $u$ to user $v$</td>
</tr>
<tr>
<td>$e_{u,v}, f$</td>
<td>a vector of topics of interests associated with edge $e_{u,v}$</td>
</tr>
<tr>
<td>$\text{sup}(e)$</td>
<td>the support of an edge $e$</td>
</tr>
<tr>
<td>$tp_{u,v}^j$</td>
<td>a weight probability on the topic $j$ from user $u$ to $v$</td>
</tr>
<tr>
<td>$\text{infScore}(u, \cdot)$</td>
<td>an influence score function</td>
</tr>
<tr>
<td>$\text{dist}_{RN}(u, \cdot, \cdot)$</td>
<td>the shortest road-network distance between 2 locations</td>
</tr>
<tr>
<td>$\text{avgDist}_{RN}(u, v, \cdot)$</td>
<td>the average road-network distance between users $u$ and $v$</td>
</tr>
<tr>
<td>$\text{dist}_{SN}(u, v)$</td>
<td>No. of hops between users $u$ and $v$ on social networks</td>
</tr>
<tr>
<td>$P_{RN}$</td>
<td>a set of $l$ road-network pivots, $p_{RN}$</td>
</tr>
<tr>
<td>$P_{SN}$</td>
<td>a set of $k$ social-network pivots, $p_{SN}$</td>
</tr>
<tr>
<td>$P_{index}$</td>
<td>a set of $t$ index pivots</td>
</tr>
</tbody>
</table>

2. PROBLEM DEFINITION

In this section, we provide formal definitions and data models for social networks, spatial networks, and their combination, spatial-social networks, and then define our novel query of topic-based community search over spatial-social networks (TCS-SSN).

2.1 Social Networks

We formally define the data model for social networks, as well as structural cohesiveness and social influence in social networks.

**Definition 1.** (Social Networks, $G_s$) A social network, $G_s$, is a triple $(V(G_s), E(G_s), \phi(G_s))$, where $V(G_s)$ is a set of $M$ users $u_1, u_2, \ldots, u_M$, $E(G_s)$ is a set of edges $e_{u,v}$ (friendship between two users $u$ and $v$), and $\phi(G_s)$ is a mapping function: $V(G_s) \times V(G_s) \rightarrow E(G_s)$.

In Definition 1, each user, $u_j$ (for $1 \leq j \leq M$), in the social network $G_s$ is associated with a vector of possible keywords (or skills) $u_j, \text{key} = (\text{key}_1^j, \text{key}_2^j, \ldots, \text{key}_{\text{key}}^j)$.

Each edge (friendship), $e_{u,v} \in E(G_s))$, in social networks is associated with a vector of topics of interest $e_{u,v} = T = (tp_{u,v}^1, tp_{u,v}^2, \ldots, tp_{u,v}^{|T|})$, where $tp_{u,v}^j$ is the influence probability (weight) of interested topic $j$ and $|T|$ is the size of the topic set $e_{u,v} \cdot T$.

**Modeling Structural Cohesiveness:** Previous works usually defined the community as a subgraph in social networks $G_s$ with high structural cohesiveness. In this paper, to capture structural cohesiveness in $G_s$, we consider the connected $(k,d)$-truss [31].

Specifically, we first define a triangle in $G_s$, which is a cycle of length 3 denoted as $\Delta_{u_0 u_1 u_2}$. For user vertices $u_a, u_b, u_c \in V(G_s)$; the support, $\text{sup}(e)$, of an edge $e \in E(G_s)$ is given by the number of triangles containing $e$ in $G_s$. Then, the connected $(k,d)$-truss is defined as follows.

**Definition 2.** (Connected $(k,d)$-Truss [31]): Given a graph $G_s$, an integer $k$, and an integer $d$; a connected subgraph $S \subseteq G_s$ is called a $(k,d)$-truss if two conditions hold: (1) $\forall e \in E(S), \text{sup}(e) \geq (k-2)$, and (2) $\forall u, v \in V(S), \text{dist}_{SN}(u, v) < d$, where $\text{sup}(e)$ is the number of triangles containing $e$ in $G_s$ [47]. Then, the connected $(k,d)$-truss is defined as follows.

**Modeling Social Influences:** Now, we discuss the data model for social influences in social networks. Each edge $e_{u,v}$ is associated with a vector, $T = (tp_{u,v}^1, tp_{u,v}^2, \ldots, tp_{u,v}^{|T|})$, of influence probabilities on different topics. Further, we denote the path $path_{u,v}$, as a path on the social network connecting two users $u$ and $v$ such
that \(path_{u,v} = (u = a_1 \rightarrow a_2 \rightarrow \cdots \rightarrow a_{|path_{u,v}|} = v)\). It is worth noting that, Barbieri et al. [5] extended the classic IC and LT models to be topic-aware and introduced a novel topic-aware influence-driven propagation model that is more accurate in describing real-world cascades than standard propagation models. In fact, users have different interests and items have different characteristics, thus, we follow the text-based topic discovery algorithm [6] [4] to extract user’s interest topics and their distribution on each edge. Specifically, for each edge \(e_{u,v}\), we obtain an influence score vector, for example, (basketball:0.1, technology:0.8), indicating that the influence probabilities of user \(v\) influenced by user \(u\) on topics, basketball and technology, are 0.1 and 0.8, respectively.

Below, we define the influence score function.

**Definition 3. (Influence Score Function)** [4]. Given a social-network graph \(G_s\), a topic vector \(T\), and two social-network users \(u, v \in V(G_s)\), we define the influence score from \(u\) to \(v\) as follows: 

\[
influenceScore(u, v|T) = \max_{\forall path_{u,v} \in G_s} \{influenceScore(path_{u,v}|T)\}. \tag{1}
\]

For two vertices \(u, v \in V(G_s)\) such that \(path_{u,v} = (u = a_1 \rightarrow a_2 \rightarrow \cdots \rightarrow a_{|path_{u,v}|} = v)\), and a topic vector \(T\), we define the influence score on \(path_{u,v}\) as follows:

\[
influenceScore(path_{u,v}|T) = \prod_{i=1}^{\left|path_{u,v}\right|-1} f(a_i, a_{i+1}|T), \tag{2}
\]

where \(f(a_i, a_{i+1}|T)\) is the influence score from \(a_i\) to \(a_{i+1}\) of the two adjacent vertices \(a_i\) and \(a_{i+1}\) based on the query topic vector \(T\). We compute the influence score between any two adjacent vertices \(a_i\) and \(a_{i+1}\) as follows:

\[
f(a_i, a_{i+1}|T) = \sum_{j=1}^{|T|} t_{p_{u,v}}^j \cdot \Delta T^j, \tag{3}
\]

where \(t_{p_{u,v}}^j\) is the weight probability on topic \(j\), \(\Delta T^j\) is the \(j\)-th query topic, and \(|T|\) is the length of the topic set \(T\).

In Definition 3 we define the influence score between any two users in the social network \(G_s\). Given a topic vector \(T\) and a subset \(S \subseteq G_s\), we define the influence score between subgraph \(S\) and a user \(v\) as follows:

\[
influenceScore(S, v|T) = \min_{u \in S} \{influenceScore(u, v|T)\}. \tag{4}
\]

where \(influenceScore(u, v|T)\) is defined in Eq. 2.

Note that, the pairwise influence (or mutual influence) in our TCS-SSN problem indicates the influence of one user on another user in the community. In particular, the pairwise influence is not symmetric, in other words, for two users \(u\) and \(v\), the influence of \(u\) on \(v\) can be different from that of \(v\) on \(u\). Thus, in our TCS-SSN community definition, we require both influences, from \(u\) to \(v\) and from \(v\) to \(u\), to be greater than the threshold \(\theta\) (i.e., mutual influences between \(u\) and \(v\) are high), which ensures high connectivity or interaction among users in the community. Other metrics such as pairwise keyword similarity [6] (e.g., Jaccard similarity) are usually symmetric (providing a single similarity measure between two users), which cannot capture mutual interaction or influences. Most importantly, users \(u\) and \(v\) may have common keywords/topics, however, it is possible that they may not have high influences to each other in reality.

**2.2 Spatial Road Networks**

Next, we give the formal definition of spatial road networks.

**Definition 4. (Spatial Road Networks, \(G_r\))** A spatial road network, \(G_r\), is represented by a triple \((V(G_r), E(G_r), \phi(G_r))\), where \(V(G_r)\) is a set of \(N\) vertices \(w_1, w_2, \ldots, w_N\), \(E(G_r)\) is a set of edges \(e_{i,j}\) (i.e., roads between vertices \(w_i\) and \(w_j\)), and \(\phi(G_r)\) is a mapping function: \(V(G_r) \times V(G_r) \rightarrow E(G_r)\).

In Definition 4 road network \(G_r\) is modeled by a graph, with edges as roads and vertices as intersection points of roads.

**2.3 Spatial-Social Networks**

In this subsection, we define spatial-social networks, as well as the spatial cohesiveness over spatial-social networks.

**Definition 5. (Spatial-Social Networks, \(G_{s,r}\))** A spatial-social network, \(G_{s,r}\), is given by a combination of spatial road networks \(G_r\) and social networks \(G_s\), where users \(u_i\) on social networks \(G_s\) are located on some edges of spatial road networks \(G_r\).

From Definition 1 each social-network user, \(u_j \in G_s\) (for \(1 \leq j \leq M\)), is associated with a 2D location on the spatial network \(u_j.L\), where \(u_j.L = \{(u_{loc}(i,j,L), \ldots, u_{loc}(i,j,L))\}\), where \(u_{loc}(i,j,L)\) has its spatial coordinates \((x^j, y^j)\) along \(x\)- and \(y\)-axes, respectively, on \(G_r\) at timestamp \(u_{time}(i,j,L)\).

**Modeling Spatial Cohesiveness:** Next, we discuss modeling of spatial cohesiveness over spatial-social networks. In real-world social networks, users change their locations frequently due to mobility. As a result, users’ spatially close communities change frequently as well [24]. Social-network users’ check-in information can be recorded with the help of GPS and WiFi technologies. To measure the spatial cohesiveness, we define an average spatial distance function, \(avg\_dist_{RN}(\cdot)\). The average spatial distance function utilizes social-network users’ locations \(u.loc\) on the spatial network to measure the spatial cohesiveness.

**Definition 6. (The Average Spatial Distance Function).** Since each social-network user \(u \in V(G_s)\) has multiple locations on spatial networks \(G_r\), \(u.loc\), at different timestamp \(t\), we define the shortest path distance between any two users \(u, v \in V(G_s)\) on the spatial networks as follows:

\[
\text{avg\_dist}_{RN}(u,v) =\frac{\sum_{u.loc \in u.L} \sum_{v.loc \in v.L} dist_{RN}(u.loc, v.loc)}{|u.L| \cdot |v.L|}, \tag{5}
\]

where \(|u.L|\) is the number of check-ins by user \(u\), and \(dist_{RN}(\cdot, \cdot)\) is the shortest path distance between two road-network locations.

**2.4 Topic-based Community Search over Spatial-Social Network (TCS-SSN)**

In this subsection, we first propose a novel spatial-social structure, ss-truss, and then formally define our TCS-SSN problem.

**Spatial-Social Structure, ss-truss.** In this work, we consider both spatial and social networks to produce compact communities with respect to spatial cohesiveness, social influence, structural cohesiveness, and user keywords. We propose a novel spatial-social \((k, d, \sigma, \theta)-\text{truss}\), or ss-truss.

**Definition 7. (Spatial-Social \((k, d, \sigma, \theta)-\text{Truss}, ss\)-truss.)** Given a spatial-social network \(G_{s,r}\), a query topic set \(T\), integers \(k\) and \(d\), a spatial distance threshold \(\sigma\), and an influence score threshold \(\theta\), we define the spatial-social \((k, d, \sigma, \theta)-\text{truss}, \text{or ss}\)-truss, as a set, \(S\), of users from the social network \(G_s\) such that:

- \(S\) is a \((k, d)-\text{truss}\) (as given in Definition 2);
- the average spatial distance between any two users \(u\) and \(v\) in \(S\) is less than \(\sigma\), \(u, v \in S\); and:
the influence score in \( S = \{u, v \in S : \exists \text{path}_{u,v} \in S, \infScore(\text{path}_{u,v}, \mathcal{T}_q) \geq \theta \} \).

Note that, the ss-truss satisfies the nested property that: if \( k' \leq k, d \geq d', \sigma' \leq \sigma \), and \( \theta \leq \theta' \) hold, then we have: \((k, d, \sigma, \theta)-\text{truss}\) is a subgraph of some \((k', d', \sigma', \theta')-\text{truss}\).

Now, we define our novel algorithm that over spatial-social networks.

**Definition 8.** (**Spatial-Social Network Community**). **Given a spatial-social network** \( G_{\text{ss}} \), a query user \( q \), a keyword set query \( K_q \), and a topic query set \( T_q \), the topic-based community search over spatial-social networks (TCS-SSN) retrieves a maximal set, \( S \), of social-network users such that:

- \( q \in S \);
- \( S \) is a \((k, d, \sigma, \theta)-\text{truss}\); and,
- \( \forall u \in S, u_{\text{key}} \cap K_q \neq \emptyset \).

**Discussions on the Parameter Settings:** Note that, parameter \( \theta \) \((0, 1)\) is an influence score threshold that specifies the minimum score that any two users influence each other based on certain topics in the user group \( S \). Larger \( \theta \) will lead to a user group \( S \) with higher social influence.

The topic query set, \( T_q \), contains a set of topics specific by the user. The influence score between any two users in the user group \( S \) is measured based on topics in \( T_q \). The larger the topic set \( T_q \), the higher the influence score among users in the resulting community \( S \).

The parameter \( \sigma \) controls the maximum (average) road-network distance between any two users in the user group \( S \), that is, any two users in \( S \) should have road-network distance less than or equal to \( \sigma \). The larger the value of \( \sigma \), the farther the driving distance between any two users in the community \( S \).

The parameter \( d \) limits the maximum number of hops between any two users in the user group \( S \) on social networks. The larger the value of \( d \), the larger the diameter (or size) of the community \( S \).

The integer \( k \) controls the structural cohesiveness of the community (subgraph) \( S \) in social networks. That is, \( k \) is used in \((k, d, \sigma, \theta)-\text{truss}\) to return a community \( S \) with each connection (edge) \((u, v)\) endorsed by \((k - 2)\) common neighbors of \( u \) and \( v \). The larger the value of \( k \), the higher the social cohesiveness of the resulting community \( S \).

The keyword query set \( K_q \) is a user-specified parameter, which contains the keywords or skills a user \( u \) must have in order to be included in the community. In real applications (e.g., Example 1), each user in the resulting community \( S \) must have at least one keyword in \( K_q \).

To assist the query user with setting the TCS-SSN parameters, we provide the guidance or possible fillings of parameters \( \theta, T_q, \sigma, d, \) and \( k \), such that the TCS-SSN query returns a non-empty answer set. Specifically, for the influence threshold \( \theta \), we can assist the query user by providing a distribution of influence scores for pairwise users, or suggesting the average (or \( x \)-quantile) influence score of those user groups selected in the query log. To suggest the topic query set \( T_q \), we can give the user a list of topics from the data set, and the user can choose one or multiple query topics of one’s interest. Furthermore, to decide the road-network distance threshold \( \sigma \), we can also show the query user a distribution of the average road-network distance between any neighbor users (or close friends) on social networks. In addition, we suggest the setting of value \( k \), by providing a distribution of supports, \( sup(e) \), on edges \( e \) (between pairwise users) of social networks, and let the user tune the social-network distance threshold \( d \), based on the potential size of the resulting subgraph (community). Finally, we assist the query user setting the keyword query set \( K_q \) by providing a list of frequent keywords appearing in profiles of users surrounding the query issuer \( q \).

**Challenges:** The straightforward approach to tackle the TCS-SSN problem is to enumerate all possible social-network users, check query predicates on social-social networks (as given in Definition 8), and return TCS-SSN query answers. However, this method incurs high time complexity, since the number of possible users in a community is rather large. Although some of users with unwanted keywords can be directly discarded, still there will be a very large group of users satisfying the query keyword set. Thus, in the worst case, there is an exponential number of possible combination of users groups. For each user group, spatial-cohesiveness, structural-cohesiveness, and influence score have to be measured to obtain final TCS-SSN answers, which is not efficient. Applying such measures to many group of users may not be even feasible with nowadays social networks containing millions of nodes and edges.

Therefore, in this work, we will design effective pruning strategies to reduce the search space of the TCS-SSN problem. Then, we will devise indexing mechanisms and develop efficient TCS-SSN query answering algorithms by traversing the index.

**3. PRUNING METHODS**

In this section, we propose effective pruning techniques that utilize the topic-based community search properties to reduce the search space and facilitate the online community search query processing.

**3.1 Spatial Distance-Based Pruning**

For any ss-truss community \( S \), the average spatial distance between any pair of users is less than \( \sigma \) (as given in Definition 7). Based on that, for any two social-social network user, if the average spatial distance between their check-in locations in the spatial network is greater than \( \sigma \), then they cannot be in the same community. We propose our spatial distance-based pruning that prunes false alarms w.r.t. \( \sigma \) threshold in the ss-truss.

Intuitively, if the average spatial distance between a vertex \( v \) and a candidate vertex \( u \) is greater than \( \sigma \), it means that user \( v \) resides in a place far from \( u \). By the lemma, \( v \) can be discarded. However, the computation of the average spatial distance is costly. Next, we present our method of computing the average spatial distance between social-network users.

**Computing the Average Spatial Distance:** For two social-social network vertices \( u \) and \( v \), the average spatial road distance is computed by applying Eq. 5. Since each social-social network user may have multiple check-in locations on the spatial network, Eq. 5 enumerates all possible shortest path combinations between the check-in locations of the two users.

From Figure 1, assume that we would like to compute the average spatial shortest path distance between \( u_0 \) and \( u_4 \). Since each user has 2 check-in locations, 4 shortest path distance computations on road networks are required. Clearly, Eq. 5 cannot be applied to large graphs due to its high time complexity. Thus, we will develop a pruning method to reduce the computation cost and tolerate real-world large graphs.

To reduce computational costs, we avoid the computation of the exact average spatial distance between two users by estimating the upper bound of the average spatial distance between them.

**Lemma 1.** For any user \( u \) in the ss-truss community \( S \), and a user \( v \) to be in \( S \), if the upper bound \( ub_{\text{avg dist}_{\text{RN}}}(u, v) \) of the
average shortest path distance is greater than the spatial distance threshold, \( \text{avg}\text{.dist}_{SN}(u, v) > \sigma \), then user \( v \) cannot be in \( S \) and can be safely pruned.

We will utilize the triangle inequality \(^2\) to estimate the upper bound \( \text{ub}\text{.avg}\text{.dist}_{SN}(\cdot, \cdot) \) of the average spatial distance between any two vertices. We rely on the spatial distance offline pre-computation of road network pivots \( \mathcal{P}_{RN} \) to estimate the upper bound of the average spatial distance between any two social-network users. We offline pre-compute the shortest path distance from each user’s check-in locations \( u.loc(1 \leq i \leq |u.L|) \) to all pivot locations \( \mathcal{P}_{RN} = \{rpiv_1, \ldots, rpiv_t\} \).

By the triangle inequality, we have: \( \text{dist}_{RN}(u.loc_i, v.loc_j) \leq \text{dist}_{RN}(u.loc_i, rpiv_k) + \text{dist}_{RN}(rpiv_k, v.loc_j) \), where \( \text{dist}_{RN}(u.loc_i, rpiv_k) \) (or \( \text{dist}_{RN}(rpiv_k, v.loc_j) \)) is the shortest path distance on the road network between the \( i \)-th location of user \( u \) (or the \( j \)-th location of user \( v \)) and the \( k \)-th pivot, \( 1 \leq i \leq |u.L|, 1 \leq j \leq |v.L| \), and \( 1 \leq k \leq t \). Then, at the query time, we utilize this triangle inequality property to estimate the average spatial distance upper bound, \( \text{avg}\text{.dist}_{SN}(u, v) \), of any two social-network users \( u \) and \( v \) in Eq. \(^6\).

\[
\text{avg}\text{.dist}_{SN}(u, v) \leq \min_{k=1}^{t} \left\{ \sum_{i=1}^{|u.L|} \frac{|v.L|}{|u.L|} \left( \text{dist}_{RN}(u.loc_i, rpiv_k) + \text{dist}_{RN}(rpiv_k, v.loc_j) \right) \right\} = \min_{k=1}^{t} \left\{ \sum_{i=1}^{u.L} \sum_{j=1}^{v.L} \text{dist}_{RN}(u.loc_i, rpiv_k) + |v.L| \sum_{j=1}^{v.L} \text{dist}_{RN}(rpiv_k, v.loc_j) \right\} = \text{ub}\text{.dist}_{SN}(u, v).
\]

where \( \text{dist}_{SN}(\cdot, \cdot) \) is the shortest path distance on the road network, \( i \) is the number of road-network pivots \( \mathcal{P}_{RN} \), and \( |u.L| \) (or \( |v.L| \)) is the number of check-in locations by user \( u \) (or \( v \)).

### 3.2 Influence Score Pruning

In Definition \(^7\) for a set \( S \) of social-network users to be an ss-truss, the influence score between any pair of users should be greater than or equal to a certain threshold \( \theta \). This ss-truss property ensures that the resulting communities have high influence scores, that is, users in communities highly influence each other. In the sequel, we propose a pruning method that utilizes this property to reduce the search space by filtering out users with low influence score.

For a user \( v \) to be in a spatial-social community (ss-truss) \( S \), based on influence score, the influence score between \( v \) and each vertex in \( S \) has to be greater than or equal to \( \theta \).

We propose an effective influence score pruning with respect to influence score upper bounds below.

**Lemma 2. (Influence Score Pruning).** Given a social network \( G_s \), a spatial-social community (ss-truss) \( S \), a topic query \( T_t \), and a candidate vertex \( v \) to be in \( S \), the vertex \( v \) can be safely pruned if there exists a vertex \( u \in S \) such that \( \text{ub}\text{.inf}_SN(u, v|T_t) < \theta \).

For each user \( u \) in the social network \( G_s \), we utilize the influence score upper bounds to efficiently prune false alarms. Next, we describe our method of computing a tight upper bound of the influence score between any two vertices.

The **Computation of the Influence Score Upper Bound**: We denote the in-degree of a vertex \( u \) as \( u.\deg_{in} \), where \( u.\deg_{in} \) is a set of users \( v \in V(G_s) \) such that \( e_{v, u} \in E(G_s) \), and \( u.\deg_{out} \) is the out-degree as a set of users \( v \in V(G_s) \) such that \( e_{u, v} \in E(G_s) \). We denote \( \text{ub}\text{.inf}_SN^u(u) \) and \( \text{ub}\text{.inf}_SN^v(u) \) as the upper bound of in/out-influence of the vertex \( u \). We compute \( \text{ub}\text{.inf}_SN^u(u) \) and \( \text{ub}\text{.inf}_SN^v(u) \) as follows:

\[
\text{ub}\text{.inf}_SN^u(u) = \max_{v \in u.\deg_{in}} \left\{ \max_{t \in T} \{tp_{v, u}^t\} \right\}
\]

\[
\text{ub}\text{.inf}_SN^v(u) = \max_{v \in u.\deg_{out}} \left\{ \max_{t \in T} \{tp_{u, v}^t\} \right\}
\]

For any two nonadjacent vertices \( u, v \in V(G_s) (i.e., e_{u,v} \notin E(G_s)) \), we estimate the upper bound of the influence score from \( u \) to \( v \) as follows:

\[
\text{ub}\text{.inf}_SN^u(u, v|T) = \text{ub}\text{.inf}_SN^u(u) \cdot \text{ub}\text{.inf}_SN^v(v|T).
\]

Estimating the upper bound of the influence score is very critical for the influence score pruning to perform well. In Eq. \(^9\), we utilize one hop friends to estimate the upper bound of the influence score. This method has proven to be effective and we will show in the experimental evaluation, Section \(^6\).

### 3.3 Structural Cohesiveness Pruning

The ss-truss communities have high structural cohesiveness. From Definition \(^3\), the support of an edge in ss-truss community \( S \) has to be greater than or equal \( k - 2 \), \( \sup(e) \geq k - 2 \). We refer \( \Phi(u), u \in V(G_s) \), as the maximum support of an edge induced by \( u \), mathematically,

\[
\Phi(u) = \max_{v \in u.\deg} \left\{ \sup(v, u) \text{ if } v \in u.\deg_{out}; \right\}
\]

\[
\sup(v, u) \text{ if } v \in u.\deg_{in},
\]

where \( u.\deg = \{u.\deg_{in} \cup u.\deg_{out}\} \).

**Lemma 3. (Structural Cohesiveness Pruning).** Given a social network \( G_s \), a spatial-social community (ss-truss) \( S \), and a candidate vertex \( v \) to be in \( S \), vertex \( v \) can be directly pruned, if \( \Phi(v) < k - 2 \).

Computing the edge support is a key issue to apply Lemma \(^3\). In this regard, we rely on Wang et al. \(^7\) to compute the maximum edge support for all edges in the graph, \( \sup(e), \forall e \in E(G_s) \), in \( O(E(G_s)^{1.5}) \).

### 3.4 Social Distance-Based Pruning

For a spatial-social community \( S \in G_s \), Definition \(^7\) ensures that for any two vertices \( u, v \in S \), the shortest path distance connecting \( u \) and \( v \) over the social network \( G_s \) must be less than \( d \), \( \text{dist}_{SN}(u, v) < d \), \( \forall u, v \in S \). In the social distance-based pruning, we filter out vertices with distances greater than \( d \) from the candidate set \( S \).

**Lemma 4. (Social Distance-Based Pruning).** Given a social network \( G_s \), a spatial-social community (ss-truss) \( S \), and a candidate vertex \( v \) to be in \( S \), the vertex \( v \) can be directly filtered out if \( u.\deg_{in} \), \( S \in \text{dist}_{SN}(S, v) \geq d \), where \( u.\deg_{in} \), \( S \in \text{dist}_{SN}(S, v) = \max_{e_{u,v} \in E(G_s)} \{\text{ub}\text{.dist}_{SN}(u, v)\} \).

**The Computation of the Social Distance Upper Bound**: For two social-network users \( u \) and \( v \), the social network distance is the minimum number of hops connecting \( u \) and \( v \). The upper bound of the social-network distance between \( u \) and \( v \) can be computed by utilizing triangle inequality. We offline pre-compute the social-network distance from user to all social-network pivots \( \mathcal{P}_{RN} = \{rpiv_1, \ldots, rpiv_t\} \). At query time, use triangle inequality...
to estimate the social-network distance between any two social-network users \( u \) and \( v \) as follows:

\[
\text{dist}_{SN}(u, v) \leq \frac{1}{h}\{\text{dist}_{SN}(u, spiv_k) + \text{dist}_{SN}(v, spiv_k)\} = ub_{k}\text{dist}_{SN}(u, v),
\]

where \( \text{dist}_{SN}(u, spiv_k) \) is the shortest path social-network distance between user \( u \) and the \( k \)-th social-network pivot, \( (1 \leq k \leq h) \), and \( h \) is the number of the social-network pivots \( P_{SN} \).

### 3.5 Keyword-based Pruning

For a user \( u \) to join the candidate ss-truss community \( S \), the user keyword set \( u.V_{key} \) has to cover at least one keyword in the keyword query set \( K_q \). If the candidate vertex \( v.key \) shares no keyword with the query set \( K_q \), then \( v \) can be discarded.

**Lemma 5.** (Keyword-based Pruning). Given a social-network graph \( G_s \), a spatial-social network set \( S \), a keyword query set \( K_q \), and a user \( v \) to be in \( S \), user \( v \) can be safely pruned, if \( v.key \cap K_q = \emptyset \).

### 4. INDEXING MECHANISM

#### 4.1 Social-Spatial Index, \( I \) Structure

We build our social-spatial index \( I \) over social-network vertices \( V(G_s) \). Specifically, we utilize information from both spatial and social networks to partition the social network vertices into subgraphs. The subgraphs can be treated as leaf nodes of the index \( I \). Then, connected subgraphs in leaf nodes are recursively grouped into non-leaf nodes, until a final root is obtained.

**Leaf Nodes.** Each leaf node in the social-spatial index \( I \) contains social-network users \( u \). Each user \( u \) in leaf nodes is associated with a vector of the user’s 2D check-in locations \( u.L \), a set of keywords \( u\text{.key} \), a vector of the maximum out-influence topics \( u\text{.inf}^{out} \), a vector of the maximum in-influenced topics \( u\text{.inf}^{in} \), and the minimum value of edge support associated with the user \( u \), \( \Phi(u) \). To save the space cost, we hash each keyword \( k \in u\text{.key} \) into a position in a bit vector \( u.V_{key} \).

Furthermore, we choose \( h \) social-network pivots \( P_{SN} = \{\text{spiv}_0, \text{spiv}_1, \ldots, \text{spiv}_h\} \) in \( G_s \). Similarly, we choose \( l \) road-network pivots \( P_{RN} = \{\text{rpi}_0, \text{rpi}_1, \ldots, \text{rpi}_l\} \) in \( G_r \). Each social-network user \( u \) in leaf nodes maintains its social-network distance to the social-network pivots, that is, \( \text{dist}_{SN}(u, \text{spiv}_k) \) \( (1 \leq k \leq h) \). The case of road-network pivots \( \text{avg}\text{dist}_{RN}(u, \text{rpi}_j) \) \( (1 \leq j \leq l) \) is similar. A cost model will be proposed later in Section 4.5 to guide how to choose good social-network or road-network pivots.

**Non-Leaf Nodes.** Each entry \( e \) of non-leaf nodes in index \( I \) is a minimum bounding rectangle (MBR) for all subgraphs under \( e.T \). In addition, \( e \) is associated with a keyword super-set \( e\text{.key} (= \bigcup_{u\in e} u\text{.key}) \) and \( \Phi(e) (= \min_{u\in e} \Phi(u)) \). We maintain a bit vector \( e.V_{key} \) for entry \( e \) which is a bit-OR of bit vectors \( u.V_{key} \) for all \( u \in e \). In addition, we store a lower bound of edge support that is associated with each user under the node \( e \) as follows:

\[
\text{lb}_e \Phi(e) = \min_{u\in e} \Phi(u).
\]

Finally, we store an upper bound of in-influence and out-influence scores, which is:

\[
\text{ub}_e \Phi(e) = \min_{u\in e} \Phi(u).
\]

We also store upper/lower bounds of actual road-network shortest path distance from each user’s check-in locations to all road-network pivots \( P_{RN} \), and to social-network distances (the number of hops) to the social-network pivots \( P_{SN} \), that is,

\[
\text{lb}_{\text{dist}_{RN}}(e, \text{rpi}_v) = \min_{u\in e} \{\text{avg}\text{dist}_{RN}(u, \text{rpi}_v)\},
\]

\[
\text{ub}_{\text{dist}_{RN}}(e, \text{rpi}_v) = \max_{u\in e} \{\text{avg}\text{dist}_{RN}(u, \text{rpi}_v)\}.
\]

### 4.2 Index-Level Pruning

In this subsection, we discuss the pruning on the social-spatial index \( I \) which can be used for filtering out (a group of) false alarms on the level of index nodes.

**Spatial Distance-based Pruning for Index Nodes.** We utilize the road-network distance for ruling out index node \( e.T \), where users reside far away from locations of users in the candidate set \( S \). Specifically, we have the following lemma.

**Lemma 6.** (Spatial Distance-based Pruning for Index Nodes). Given a spatial-social community \( S \) of users from social network \( G_s \), and a node \( e \) from the spatial-social index \( I \). Node \( e \in I \) can be safely pruned, if \( \text{lb}_{\text{dist}_{RN}}(S, e) > \sigma \) holds, where \( \text{lb}_{\text{dist}_{RN}}(S, e) \) is the lower bound of the average road distance between users in the community \( S \) and the index node \( e \).

**Discussion on Obtaining Lower Bounds of \( \text{dist}_{RN}(S, e) \):** Next, we discuss how to derive the lower bound, \( \text{lb}_{\text{dist}_{RN}}(S, e) \), of the average road network distance which is used in Lemma 6.

\[
\text{lb}_{\text{dist}_{RN}}(S, e) = \min_{k=1}^{h} \left\{ \begin{array}{ll}
|\text{dist}_{RN}(u, \text{rpi}_v) - \text{dist}_{RN}(e, \text{rpi}_v)| & \text{if } \text{dist}_{RN}(u, \text{rpi}_v) < \text{dist}_{RN}(e, \text{rpi}_v) \\
|\text{dist}_{RN}(u, \text{rpi}_v) - \text{dist}_{RN}(e, \text{rpi}_v)| & \text{if } \text{dist}_{RN}(u, \text{rpi}_v) > \text{dist}_{RN}(e, \text{rpi}_v) \\
0 & \text{otherwise}
\end{array} \right.
\]

where \( u \) is the query vertex assigned at query time, and \( \text{lb}_{\text{dist}_{RN}}(e, \text{rpi}_v) \) and \( \text{ub}_{\text{dist}_{RN}}(e, \text{rpi}_v) \) are given in Eqs. (15) and (16), resp.

**Influence Score Pruning for Index Nodes:** The TCS-SSN query aims to produce communities where users highly influence each other. For an ss-truss community \( S \) and an index node \( e \in I \), node \( e \) can be entirely pruned, if the influence score between the community \( S \) and \( e \) is less than threshold \( \theta \).

**Lemma 7.** (Influence Score Pruning for Index Nodes). Given a spatial-social community \( S \) and an index node \( e \in I \), node \( e \) can be safely pruned, if \( \text{lb}_{\text{infScore}}(S, e) < \theta \) or \( \text{ub}_{\text{infScore}}(e, S) < \theta \).

**The Computation of the Influence Score Lower Bound \( \text{lb}_{\text{infScore}}(S, e) \) on the Index \( I \):** We define the lower bound of the influence score between a spatial-social community \( S \) and a node \( e \) as follows:

\[
\text{ub}_{\text{infScore}}(e, T) = \max_{u\in e} \{\text{max}(\text{inf}_{u, v})\},
\]

\[
\text{ub}_{\text{infScore}}(e, T) = \max_{u\in e} \{\text{max}(\text{inf}_{u, v})\},
\]
and an index node $e \in \mathcal{I}$, with respect to the query vertex $u_q \in S$ as follows.

$$\text{lb}_{\text{inf}} \text{Score}(S, e | T_q) = \text{ub}_{\text{inf}} f_{\text{out}}(u_q | T) \cdot \text{ub}_{\text{inf}} f_{\text{in}}(e | T), \quad (20)$$

$$\text{lb}_{\text{inf}} \text{Score}(e, S | T_q) = \text{ub}_{\text{inf}} f_{\text{out}}(e | T) \cdot \text{ub}_{\text{inf}} f_{\text{in}}(u_q | T), \quad (21)$$

where $\text{ub}_{\text{inf}} f_{\text{out}}(u_q | T)$ and $\text{ub}_{\text{inf}} f_{\text{in}}(e | T)$ are given resp. in Eqs. (8) and (9), and $\text{ub}_{\text{inf}} f_{\text{in}}(e | T)$ and $\text{ub}_{\text{inf}} f_{\text{out}}(e | T)$ are given in Eqs. (12) and (13), resp.

**Social Distance-based Pruning for Index Nodes:** An index node $e$ of index $\mathcal{I}$ can be filtered out by applying the social distance-based pruning, if the number of hops between the candidate community $S$ and users in $e$ is greater than a threshold $d$.

**LEMMA 8. (Social Distance-based Pruning for Index Nodes).** Given a community $S$ of candidate users from social network $G_s$, and a node $e$ from index $\mathcal{I}$, a node $e \in \mathcal{I}$ can be safely pruned, if $\text{lb}_{\text{dist}} SN(S, e) > d$ holds, where $\text{lb}_{\text{dist}} SN(S, e)$ is the lower bound of the number of hops between users in $S$ and index node $e$.

**Discussion on Obtaining Lower Bounds of $\text{dist}_{SN}(S, e)$:** Next, we discuss how to derive lower bound to derive the lower bound, $\text{lb}_{\text{dist}} SN(S, e)$, of the social-network distance (i.e., No. of hops) between the ss-truss $S$ and index node $e$.

To estimate the lower bound $\text{lb}_{\text{dist}} SN(S, e)$ of the social-network distance, we utilize social-network pivots as follows:

$$\text{lb}_{\text{dist}} SN(S, e) = \max_{k \in \{1, \ldots, n\}} \left\{ \begin{array}{ll}
|\text{dist}_{SN}(u_q, \text{pivot}_k) - \text{lb}_{\text{dist}} SN(e, \text{pivot}_k)|, \\
|\text{dist}_{SN}(u_q, \text{pivot}_k) - \text{lb}_{\text{dist}} SN(e, \text{pivot}_k)|, \\
0, \quad \text{otherwise},
\end{array} \right. \quad (22)$$

where $u_q$ is the query vertex assigned at query time, and $\text{lb}_{\text{dist}} SN(e, \text{pivot}_k)$ and $\text{lb}_{\text{dist}} SN(e, \text{pivot}_k)$ are offline pre-computed in Eqs. (17) and (18), respectively.

**Structural Cohesiveness Pruning for Index Nodes.** Similar to the structural cohesiveness pruning discussed in Section 5.3, if the lower bound of edge support associated with users under node $e \in \mathcal{I}$ is less than threshold $k$, then there is no edge under $e$ satisfying structural cohesiveness, and the node $e$ can be directly pruned.

**LEMMA 9. (Structural Cohesiveness Pruning for Index Nodes).** Given a social-spatial index node $e \in \mathcal{I}$, if $\text{lb}_{\Phi}(e) < k$, then the node $e$ can be safely filtered out.

In Lemma 9, $\text{lb}_{\Phi}(e)$ is the lower bound of edge support of the index node $e$, defined in Section 4.4. Intuitively, if all the edges associated with vertices under the node $e$ have a maximum support value that is less than $k$, then all vertices (users) under $e$ cannot be in the query result. The lower bound of edge support of the node $e$ is computed in Eq. (12).

**Keyword-based Pruning for Index Nodes:** Definition 8 ensures that each user in the returned community contains at least one keyword query that appears in the query set $K_q$. Therefore, for an index node $e \in \mathcal{I}$ can be safely pruned, if all users under $e$ share no keywords with the keyword query set $K_q$.

**LEMMA 10. (Keyword-based Pruning for Index Nodes).** Given an index node $e \in \mathcal{I}$ and a set $K_q$ of query keywords, node $e$ can be safely ruled out, if $e \notin V_{\text{key}} \cap K_q = \emptyset$.

For an index node $e$, if it holds that $e \notin V_{\text{key}} \cap K_q = \emptyset$, it indicates that node $e$ does not contain any keywords in $K_q$, and thus $e$ can be pruned.

### 4.3 The Construction of a Social-Spatial Index

Algorithms 1 and 2 will be running simultaneously to generate the social-spatial index $\mathcal{I}$. The general idea of building the social-spatial index is to: First, find a number $\varepsilon$ of index pivots (social-network users); Second, partition the social network users (vertices) around those pivots.

We first start by describing Algorithm 2, where the input is a social network $G_s$, a spatial network $G_r$, and a set $P_{\text{idx}}$ of $\varepsilon$ pivots (social-network vertices). The goal is to generate $\varepsilon$ subgraphs around $P_{\text{idx}}$.

For each social-network vertex $v$, we compute the quality with each social-network pivot pivot $\text{eval}(v, pivot) \in P_{\text{idx}}$ (lines 1-4). The quality function $\text{quality}(v, pivot)$ computes the number of hops and road-network distance between $v$ and pivot (line 4). Then, assign the vertex $v$ to the pivot where the quality is the best (lines 5-8).

Finally, the set of partitions in returned (line 9).

Algorithm 4 illustrates the details of the pivot selection. At the beginning, two parameters global cost and $\mathcal{P}$ will be set to store the globally optimal cost value and the corresponding pivot set, resp. (line 1). We randomly select a pivot set $S_p$ from social-network users (vertices) (line 3). Next, we partition the social network around $S_p$, by Algorithm 2 and partitions $G$ (line 4). Then, we evaluate the cost function $\text{Cost}(P_{\text{idx}}, G)$ of the resulting partitions by Eq. (25) (line 5). After that, each time we swap a pivot in $S_p$ with a non-pivot new pivot, which results in a new pivot set $S_p'$ (lines 7-9), and generate new graph partitions $G'$ by Algorithm 2 and evaluate it (lines 10-11). If the new cost is better than the best-so-far cost local cost, then we can accept the new pivot set with its cost (lines 12-14). We repeat the process of swapping a pivot with a non-pivot for swap times (line 6). To avoid the local optimal solution, we consider selecting different initial pivot sets for $\text{local}\_\text{iter}$ times (lines 2-3), and record the globally optimal pivot set and its cost (lines 15-17). Finally, we return the best pivot set $P_{\text{idx}}$.

Finally, we pass the optimal pivot set $P_{\text{idx}}$ to Algorithm 2 to generate subgraphs, which are treated as leaves of the social-spatial index. Then, the connected subgraphs in leaf nodes are recursively grouped into non-leaf nodes, until a final root is obtained.

### 4.4 The Evaluation Measure of Social-Spatial Index $\mathcal{I}$

We design our index to group potential user communities together. The criteria of the grouping are the spatial distance, structural cohesiveness, and the influence score. We use these three criteria to measure the quality of the formed subgraphs. Our goal is to group social-network users who are spatially close, having small social distance (i.e., the number of hops), having high structural cohesiveness, and mutually influences each other in one group or neighbouring groups. We consider three factors to evaluate the quality of the produced subgraphs, that is spatial closeness, structural cohesiveness, and social influence.

**Spatial Closeness:** The spatial closeness of social-network users in subgraph $g$ of $G_s$ is given by function $\chi_{\text{sc}}$ as follows.

$$\chi_{\text{sc}} = \sum_{g \in G_s} \sum_{u_j \in V(g)} \sum_{u_k \in V(g)} \text{avg}_{\text{dist}}(u_j, u_k).$$

Since each social-network user may have multiple check-in locations, we utilize Eq. (5) to evaluate the shortest path distance between two users. As an example in Figure 1 if we form a social spatial group for $u_5$, the spatial distance, at first $u_1, u_2, u_3, u_4$, and $u_6$ are candidates. Form the spatial network, since $u_4$ and $u_6$ are spatially close to $u_5$, $u_5$ is most likely to form...
a group with them. Eq. (23) ensures that two far vertices such as
\( u_2 \) and \( u_k \) can be distributed to two different subgraphs.

**Structural Cohesiveness:** The structural closeness \( \chi_{st} \) measures structural cohesiveness and social-network distance among users of subgraph \( g \in G_s \) as follows:

\[
\chi_{st} = \sum_{u \in G_s} \sum_{u_j \in V(g)} \frac{\Phi(u_j) + \Phi(u_k)}{D_{SSN}(u_j, u_k)},
\]

Intuitively, in Eq. (24) social-network users who have high structural cohesiveness and small social-network distance will be in the same subgraph or neighboring subgraphs.

**Social Influence:** In social networks, users influence each other based on topics they like. We use the influence score function in Eq. (2) to measure the influence of two users in subgraphs of \( G_s \) based on topics they like. We use the influence score function in Eq. (2) to measure the influence of two users in subgraphs of \( G_s \) as follows:

\[
\chi_{inf} = \sum_{u \in G_s} \sum_{u_j \in V(g)} \sum_{u_k \in V(g)} \inf \text{Score}(u_j, u_k),
\]

To implement social influence, in our social-spatial index \( I \), we gather social-network users who highly influence each other in the same subgraph. In Eq. (25) social-network users who highly influence each other will be gathered within subgraphs.

### 4.5 Cost Model for the Pivot Selection

In this subsection, we discuss our algorithms of selecting good social-network pivots \( P_{SN} \), road-network pivots \( P_{RN} \), and index pivots \( P_{index} \). We utilize the social-network pivots \( P_{SN} \) for the social-distance-based pruning in Section 4.4. Similarly, the road network pivots \( P_{RN} \) are used for the spatial distance-based pruning in Section 4.4. The index pivots \( P_{index} \) are employed in building the social-spatial index \( I \), as mentioned in Section 3.3.

#### 4.5.1 Cost Model for the Road-Network Pivots, \( P_{RN} \), Selection

As discussed in Section 4.4, we aim to utilize the road-network pivots \( P_{RN} \) to derive the upper bound of the average spatial distance between any two social-network users \( u \) and \( v \in G_s \). We filter out false alarms of user nodes \( e \) (or objects) that are far away from users in \( S \). Essentially, the pruning power of this method depends on the tightness of lower bound of the average distance (derived via pivots) between user \( u \) and \( \{r_{piv}\} \). Therefore, we define a cost function, \( \text{Cost}_{P_{RN}} \), as the difference (tightness) of lower distance bounds via pivots, which can be used as a measure to evaluate the goodness of the selected road-network pivots.

In particular, we have the following function:

\[
\text{Cost}_{P_{RN}} = \sum_{u, v \in V(G_s)} \max_{k=1}^{h} \left( \text{dist}_{RN}(u, r_{piv_k}) - \text{dist}_{RN}(v, r_{piv_k}) \right),
\]

Our goal is to select road-network pivots \( P_{RN} = \{r_{piv_1}, \ldots, r_{piv_h}\} \) that minimize the cost model \( \text{Cost}_{P_{RN}} \) (given in Eq. (26)).

#### 4.5.2 Cost Model for the Social-Network Pivots, \( P_{SN} \), Selection

As mentioned in Section 3.3, the social distance pruning rules out false alarms of user \( u \) with distance lower bound \( l_b_{dist}(u, v) \) greater than or equal to threshold \( d \). The distance lower bound can be computed via \( h \) pivots (users), \( r_{piv_h} \), that is, \( l_b_{dist}(u, v) = \text{dist}(u, r_{piv_h}) - \text{dist}(v, r_{piv_h}) \).

### Algorithm 1: Index Pivot Selection

**Input:** a road network \( G_r \), a social network \( G_s \), and the number \( h \) of pivots

**Output:** the set \( P_{index} \) of pivots

1. \( \text{global}_\text{cost} = -\infty \), \( P = \emptyset \);
2. for \( a = 1 \) to \( \text{global}_\text{iter} \) do
3. \( \text{randomly select} \ a \) initial pivots and form a pivot set \( S_p \)
4. generate subgraphs based on pivots \( G = \text{Gen} \_\text{Subgraphs}(G_s, G_r, S_p) \)
5. set \( \text{local}_\text{cost} = \text{Cost}_{P_{index}}(G) \)
6. for \( b = 1 \) to \( \text{swap}_\text{iter} \) do
7. \( \text{select} \ a \) random pivot \( p_{riv} \in S_p \)
8. \( \text{randomly choose} \ a \) non-pivot \( \text{new}_{piv} \)
9. \( S_p = S_p - \{p_{riv}\} + \{\text{new}_{piv}\} \)
10. \( g' = \text{Gen} \_\text{Subgraphs}(G_s, G_r, S_p) \)
11. evaluate the new cost \( \text{Cost}_{P_{index}}(g') \) w.r.t. \( S_p \)
12. if the new cost \( \text{Cost}_{P_{index}}(g') \) is better than \( \text{local}_\text{cost} \) then
13. \( \text{local}_\text{cost} = \text{Cost}_{P_{index}}(g') \)
14. \( S_p = S_p \)
15. if \( \text{local}_\text{cost} \) is better than \( \text{global}_\text{cost} \) then
16. \( P_{index} = S_p \)
17. \( \text{global}_\text{cost} = \text{local}_\text{cost} \)
18. return \( P_{index} \)

Intuitively, larger distance lower bound leads to higher pruning power.

\[
\text{Cost}_{P_{SN}} = \sum_{u, v \in V(G_s)} \max_{k=1}^{h} \left| \text{dist}_{SN}(u, r_{piv_k}) - \text{dist}_{SN}(v, r_{piv_k}) \right|
\]

Thus, our target is to choose good social-network pivots \( P_{SN} \) that maximize the cost \( \text{Cost}_{P_{SN}} \) (given in Eq. (27)).

#### 4.5.3 Cost Model for the Index Pivots, \( P_{index} \), Selection

As explained in Section 4.4, our social-spatial index groups potential communities together. Algorithm 2 utilizes the index pivots \( P_{index} \) to build communities around those pivots. In Section 4.4, we developed three measures spatial closeness measure, structural cohesiveness, and social influence measure.

Next, develop a cost model function \( \text{Cost}_{P_{index}}(G_s) \) by evaluating the produced subgraphs resulting from partitioning with pivots \( P_{index} \) as follows:

\[
\text{Cost}_{P_{index}}(G_s) = W_1 \cdot \chi_{st} + W_2 \cdot (1 - \chi_{st}) + W_3 \cdot (1 - \chi_{inf})
\]

Our goal is to select social-network pivots \( P_{index} \) that maximize the cost function \( \text{Cost}_{P_{index}}(G_s) \) (given in Eq. (28)).

### 5. Community Search Query Answering

Algorithm 3 illustrates the pseudo code of TCS-SSN answering, which process TCS-SSN queries over the spatial-social network \( G_s \) via the social-spatial index \( I \). Specifically, we traverse index \( I \) and apply index level pruning over the index node and objects level pruning over the social network object, and refine a candidate set to return the actual TCS-SSN query answer.

**Pre-Processing.** Initially, we set \( S_{root} \) to an empty set, initialize an empty minimum heap \( H \), and add the root, \( root(I) \), of index \( I \) to \( H \) (lines 1-3).
Algorithm 2: Gen\_Subgraphs

Input: a spatial network $G_r$, a social network $G_s$, and a set $P_{index} = p_1,\ldots,p_m$ of pivots

Output: a set $\mathcal{G} = g_1,\ldots,g_k$ of subgraphs

1. for $v \in V(G_r)$ do
   2. best\_quality = $\infty$
   3. for $i = 1$ to $m$ do
      4. $\text{quality}(v, p_i) = \frac{\text{avg} \text{dist}_SN(v, p_i)}{\text{dist} \text{SN}(v, p_i)}$
      5. if $\text{quality}(v, p_i) < \text{best\_quality}$ then
         6. quality = $\text{quality}(v, p_i)$
      7. end if
   8. end for
   9. assign v to $g_j$
10. return $\mathcal{G}$

Index Traversal. In Algorithm 3 after we insert the heap entry $(\text{root} (\mathcal{I}), 0)$ into the heap $\mathcal{H}$, we traverse the social-spatial index $\mathcal{I}$ from root to leaf nodes (lines 4-15). In particular, we will use heap $\mathcal{H}$ to enable the tree traversal. Each time we pop out an entry $(e_i, key)$ with the minimum key from heap $\mathcal{H}$, where $e_i$ is an index node $e_i \in \mathcal{I}$, and $key$ is a lower bound of road-network distance, $key = lb_{dist}_{RN}(e_i, e_i)$. If $key$ is greater than spatial distance threshold $\sigma$, all entries in $\mathcal{H}$ must have their lower bounds of maximum road-network distances greater than the threshold $\sigma$. Then, we can safely prune all entries in the heap and terminate the loop.

When entry $e_i$ is a leaf node, we consider each object (social-network user) $u \in e_i$, and apply object-level pruning spatial distance-based pruning, influence score pruning, structural cohesiveness pruning, social-distance-based pruning, and keyword-based pruning to reduce the search space (line 9). If a user $u$ cannot be pruned, we will add it to the candidate set $S_{cand}$ (line 10).

When entry $e_i$ is a non-leaf node, for each child $e_x \in e_i$, we will apply index-level pruning (e.g., spatial distance-based pruning, influence score pruning, structural distance-based pruning, structural cohesiveness pruning, and keyword-based pruning for index nodes) (line 14). If a node $e_x$ cannot be pruned in line 14, then we insert heap entry $(e_x, lb_{dist}_{RN}(q, e_x))$ into heap $\mathcal{H}$ for further investigation (line 15).

Refinement. After the index traversal, we refine the candidate set $S_{cand}$ to obtain/return actual TCS-SSN answers $\mathcal{S}$ (line 17).

Complexity Analysis. Next, we discuss the time complexity of our TCS-SSN query answering algorithm in Algorithm 3. The time cost of Algorithm 3 processing consists of two portions: index traversal (lines 4-15) and refinement (lines 16-18).

Let $PP(j)$ be the pruning power on the $j$-th level of index $\mathcal{I}$, where $1 \leq j \leq \text{height}(\mathcal{I})$. Denote $f$ as the average fanout of non-leaf nodes in the social-spatial index $\mathcal{I}$. Then, the filtering cost of lines 4-15 is given by $\mathcal{O}(\sum_{j=1}^{\text{height}(\mathcal{I})} f^j \cdot (1 - PP(j-1)))$, where $PP(0) = 0$.

Moreover, let $S_{cand}$ be a subgraph containing users left after applying our pruning methods. The main refinement cost in lines 16-18 is on the graph traversal and constraint checking (e.g., average spatial distance, social distance, and social influence). In particular, the average spatial distance on road networks can be computed by running the Dijkstra algorithm starting from every vertex in $S_{cand}$, which takes $\mathcal{O}(|V_{RN}(S_{cand})| \cdot |E_{RN}(S_{cand})| \cdot \text{log}(|V_{RN}(S_{cand})|))$ cost; the social distance computation takes $\mathcal{O}(|V_{SN}(S_{cand})| \cdot |E_{SN}(S_{cand})|)$, by BFS traversal from each user in $S_{cand}$; the k-truss computation takes $\mathcal{O}(|E_{SN}(S_{cand})|)$, where $p < \text{min}(d_{max}, \sqrt{|E_{SN}(S_{cand})|})$ [31]; the mutual influence score computation takes $\mathcal{O}(|V_{SN}(S_{cand})| \cdot |E_{SN}(S_{cand})|)$, by BFS traversal from each user in $S_{cand}$.

Thus, the overall time complexity of the refinement is given by $\mathcal{O}(|V_{RN}(S_{cand})| \cdot |E_{RN}(S_{cand})| \cdot \text{log}(|V_{RN}(S_{cand})|) + \mathcal{O}(|V_{SN}(S_{cand})| \cdot |E_{SN}(S_{cand})|) + \mathcal{O}(|E_{SN}(S_{cand})|) + \mathcal{O}(|V_{SN}(S_{cand})| \cdot |E_{SN}(S_{cand})|))$.

### Discussions on Handling Multiple Query Users

The TCS-SSN problem considers the standalone community search issued by one query user $q$. In the case where multiple users issue the TCS-SSN queries at the same time, we perform batch processing of multiple TCS-SSN queries, by traversing the social-spatial index only once (applying our pruning methods) and retrieving candidate users for each query user. In particular, an index node can be safely pruned, if for each query there exists at least one pruning rule that can prune this node. After the index traversal, we refine the resulting candidate users for each query and return the TCS-SSN answer sets to query issuers.

### 6. EXPERIMENTAL EVALUATION

#### 6.1 Experimental Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>the size of keyword set query $K_q$</td>
<td>2, 5, 8, 10</td>
</tr>
<tr>
<td>the size of topic set query $T_q$</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>the spatial distance threshold $\sigma$</td>
<td>0.5, 1, 2, 3</td>
</tr>
<tr>
<td>the influence score threshold $\theta$</td>
<td>0.1, 0.3, 0.5, 0.7, 0.9</td>
</tr>
<tr>
<td>the number of triangles $k$</td>
<td>2, 3, 5, 7, 10</td>
</tr>
<tr>
<td>the spatial distance threshold $\delta$</td>
<td>1, 2, 3, 5, 10</td>
</tr>
<tr>
<td>the number of vertices in road network $G_r$ and social network $G_s$</td>
<td>10K, 20K, 30K, 40K, 50K, 100K, 200K</td>
</tr>
</tbody>
</table>

### Table 3: Experimental settings.
We test the performance of our TCS-SSN query processing approach (i.e., Algorithm 3) on both real and synthetic data sets. **Real Data Sets.** We evaluate the performance of our proposed TCS-SSN algorithm (as given in Algorithm 3) with two real data sets, denoted as GowCal and Twitter, for spatial-social networks. The first data set, GowCal, is a spatial-social network, which combines Gowalla social network [37] with California road networks [36]. The second spatial-social network Twitter integrates the Twitter [37] with San Francisco road networks [36]. Table 2 depicts statistics of spatial-social networks.

Each user \( u \) in social networks (i.e., Gowalla or Twitter) is associated with multiple check-in locations (i.e., places visited by the user \( u \)). The user \( u \) also has a keyword vector \( u.key \), which contains keywords collected from one’s social-media profile. The directed edge \( e_{u,v} \) between users \( u \) and \( v \) has a weight that reflects the influence of user \( u \) on another user \( v \) based on a certain topic. We map each user \( u \) from social networks (Gowalla or Twitter) to 2D locations on road networks (i.e., California or San Francisco, respectively).

**Synthetic Data Sets.** We also generate two synthetic spatial-social data sets as follows. Specifically, for the spatial network \( G_r \), we first produce random vertices in the 2D data space following either Uniform or Gaussian distribution. Then, we randomly connect vertices nearby through edges, such that all vertices are reachable in one single connected graph and the average degree of vertices is \( \approx [3, 4] \). This way, we can obtain two types of graphs with Uniform and Gaussian distributions of vertices.

To generate a social network \( G_s \), we randomly connect each user \( u \) with other users, such that the degrees of users follow Uniform or Gaussian distribution within a range \([1, 10]\). Each user \( u \) has a set, \( u.key \), of interested keywords, where keywords are represented by integers within \([1, 10]\) following Uniform or Gaussian distribution. Furthermore, each social-network edge \( e_{u,v} \) is associated with a set of topics (we consider 3 topics by default), and each topic has a probability (within \([0, 1]\) following Uniform or Gaussian distribution) that user \( u \) can influence user \( v \), similar to [14].

Finally, we combine social network \( G_s \) with road network \( G_r \), by randomly mapping social-network users to 2D spatial locations on road networks, and obtain a spatial-social network \( G_{ss} \). With Uniform or Gaussian distributions during the data generation above, we can obtain two types of synthetic spatial-social networks \( G_{ss} \), denoted as Uni and Gau, respectively.

**Measures.** In order to evaluate the performance of our TCS-SSN approach, we report the CPU time and the I/O cost. In particular, the CPU time measures the time cost of retrieving the TCS-SSN answer candidates by traversing the index (as illustrated in Algorithm 5), whereas the I/O cost is the number of page accesses during the TCS-SSN query answering.

**Competitors:** To the best of our knowledge, prior works did not study the problem of community search (CS) over spatial-social networks by considering \((k, d)\)-truss communities with user-specified topic keywords, high influences among users, and small road-network distances among users. Thus, we develop three baseline algorithms, Greedy, SIndex, and RIndex.

Greedy first runs the BFS algorithm to retrieve all users with social distance less than \( d \) from the query vertex \( q \) in social networks. Meanwhile, it prunes those users without any query keywords in \( K_q \). Then, it runs another BFS algorithm over road networks to filter out all users with average spatial distance to \( q \) greater than \( \sigma \). After that, we iteratively apply the pruning on social-network edges for \( k \)-truss and under other constraints (e.g., influence score, social distance, and spatial distance), and refine/return the resulting connected subgraph.

The SIndex baseline offline constructs a tree index over social-network users and their corresponding social information (e.g., truss values and social-distance information via pivots). In particular, it first partitions users on social networks into subgraphs, which can be treated as leaf nodes, and then recursively groups connected subgraphs in leaf nodes into non-leaf nodes until a final root is obtained. For online TCS-SSN query, SIndex traverses this social-network index by applying the pruning w.r.t. the social-network distance \( d \) and the truss value \( k \), and refine the resulting subgraphs, similar to the refinement step in Algorithm 3.

The third baseline, RIndex, offline constructs an \( R^+ \)-tree over users’ spatial and textual information on road networks.
after the index traversal (applying the pruning methods) over synthetic/real data, where all the parameters are set to their default values. From the figure, we can see that the number of candidate users varies from 5 to 8. This indicates that we can efficiently refine candidate communities with a small number of users.

In Figure 4, we evaluate the index construction time and space cost of our proposed social-spatial index and the two index-based baselines $S_{Index}$ and $R_{Index}$ over Uni, Gow, Gow&Cal, and Twik&SF data sets. Figure 4(a) demonstrates the index construction time for our proposed social-spatial index and the baselines $S_{Index}$ and $R_{Index}$. For Twik&SF data set (with over 2.1M edges), the index construction time of our social-spatial index takes around 45 minutes. The majority of this time cost goes to the computation of the maximum edge support for all edges in the graph, $sup(e)$, which takes $O(E(G_s)^{1.5})$ by applying Wang et al. [47]. Note that, the social-spatial index (as well as $S_{Index}$ and $R_{Index}$ indexes) is offline constructed only once. Furthermore, Figure 4(b) shows the index space cost of our proposed social-spatial index and the two baselines $S_{Index}$ and $R_{Index}$. From the experimental results, our social-spatial index is much more space efficient than $R_{Index}$ that uses $R^*-tree$, and is comparable to $S_{Index}$.

To show the robustness of our TCS-SSN approach, in subsequent experiments, we will vary different parameters (e.g., $\sigma$, $d$, $k$, $\theta$, and so on, as depicted in Table 3) on synthetic data sets, Uni and Gow.

**Effect of the Road-Network Distance Threshold $\sigma$.** Figure 5 shows the performance of our TCS-SSN approach, by varying the road-network distance threshold $\sigma$ from 0.5 mile to 5 miles, where default values are used for other parameters. When $\sigma$ increases, more social-network users will be considered, and thus the CPU time and I/O cost will increase. Nevertheless, for different $\sigma$ values, both CPU time and I/O cost remain low (0.002 ~ 0.0075 sec and 17 ~ 64 I/Os, respectively).

**Effect of the Social-Network Distance Threshold $d$.** Figure 6 varies the social-distance threshold $d$ (i.e., the threshold for the number of hops) from 1 to 10, and reports the CPU time and I/O cost of our TCS-SSN approach over Uni and Gow data sets, where other parameters are set to their default values. With the increase of the social-distance threshold $d$, more candidate communities (with more social-network users) will be retrieved for evaluation. Therefore, the CPU time and I/O cost become higher for larger threshold $d$. Nonetheless, for different $d$ values, the CPU time remains small (i.e., around 0.0025 ~ 0.005 sec), and the I/O cost is low (with 16 ~ 59 page accesses).

**Effect of the Triangle Number Threshold $k$.** Figure 7 examines the TCS-SSN performance with different thresholds $k$ for the number of triangles, in terms of the CPU time and I/O cost, where $k = 2, 3, 5, 7, 10$, and other parameters are set to their default values. In figures, when $k$ becomes large, many users with low degrees (i.e., $< k$) will be safely pruned, and thus the CPU time and I/O cost are expected to reduce substantially (as confirmed by figures). Nevertheless, the CPU time and the I/O cost remain low (i.e., about 0.002 ~ 0.0065 sec and 20 ~ 61 I/Os, respectively), which indicates the efficiency of our proposed TCS-SSN approach for different $k$ values.

**Effect of the Influence Score Threshold $\theta$.** Figure 8 illustrates the CPU time and the I/O cost of our TCS-SSN approach by varying the interest score threshold $\theta$ from 0.1 to 0.9, where all other parameter values are set by default. From the experimental results, we can see that both CPU time and I/O cost smoothly decrease with large $\theta$ values. This is because larger $\theta$ can filter out more edges with low influence scores, which leads to less user candidates for the filtering and refinement. Nonetheless, the time and I/O cost of
and 3 the number of query topics (in $T$). Figure 11 illustrates the performance of our TCS-SSN approach by varying the number, $|V(G_r)|$ (or $|V(G_s)|$), of vertices in spatial or social networks.

Effect of the Size, $|K_q|$, of the Keyword Query Set. Figure 9 demonstrates the performance of our TCS-SSN approach with different numbers of query keywords in $K_q$, where $|K_q| = 2, 3, 5, 8, 10$, and default values are used for other parameters. Intuitively, when $|K_q|$ becomes larger (i.e., more query keywords), we need to consider more potential users, which incurs higher CPU time and I/O cost. Despite that, the CPU time and I/O cost of our TCS-SSN approach remain low (i.e., 0.0025 ~ 0.0041 sec for the CPU time and 25 ~ 50 page accesses).

Effect of the Size, $|T_q|$, of the Topic Query Set. Figure 10 illustrates the performance of our TCS-SSN approach by varying the number of query topics (in $T_q$) on edges, where $|T_q| = 1, 2, 3$, and other parameters are set to their default values. The experimental results show that the TCS-SSN performance is not very sensitive to $|T_q|$. The CPU time remains low (i.e., 0.003 ~ 0.0035 sec) and the I/O cost is around 30 ~ 38, which indicate the efficiency of our TCS-SSN approach with different $|T_q|$ values.

Effect of the Number, $|V(G_r)|$ (or $V(G_s)$), of Vertices in Road (Social) Networks. Figure 11 shows the scalability of our TCS-SSN approach with different sizes of spatial/road networks, $|V(G_r)|$ (or $|V(G_s)|$), of spatial/road networks (denoted as $|V|$), where $|V|$ varies from 10K to 200K, and other parameters are set to their default values. In figures, when the number of road-network (or social-network) vertices increases, both CPU time and I/O cost smoothly increase. Nevertheless, the CPU time and I/O costs of our TCS-SSN approach remain low (i.e., 0.0028 ~ 0.017 sec for the CPU time and 30 ~ 89 page accesses, respectively), which confirms the scalability of our TCS-SSN approach against large network sizes.

6.3 A Case Study

Finally, we conduct a case study of our TCS-SSN problem on real-world spatial-social networks, TwitterSF (i.e., Twitter with San Francisco road networks [36]). As illustrated in Figure 12(a), each social-network user is associated with keywords (i.e., Twitter hashtags) such as $K_1$ ~ $K_{10}$ from user accounts, and checkin locations on road networks, where the user IDs of vertices and descriptions of keywords are depicted in Figure 12(b).

Assume that we have a TCS-SSN query over TwitterSF, where $ID_2$ is a query vertex, truss value $k = 5$, social-network distance threshold $d = 3$, spatial-distance threshold $\sigma = 2$ miles, influence score threshold $\theta = 0.5$, query topic set $T_q = \{\text{sport, health}\}$, and query keyword set $K_q = \{\text{vegan, vegetarian, eatHealthy, workout, nutrition}\}$. Figure 12(a) shows the resulting TCS-SSN community, which contains a subgraph of 8 users, $ID_1 \sim ID_8$. Each user in this community is associated with at least one query keyword in $K_q$, and they show strong structural connectivity (satisfying the (5,3)-truss constraints) and spatial closeness on road networks ($\leq 2$ miles). Moreover, Figure 12(b) depicts an influence matrix (w.r.t. $T_q$) for pairwise users in this case.
Community, each element of which is above influence threshold $\theta$ (i.e., 0.5). This confirms their high influences to each other within our retrieved TCS-SSN community.

7. RELATED WORK

Community Detection. The community detection problem aims to discover all communities in a large-scale graph such as social networks or bibliographic networks. Some prior works [26, 44] retrieved communities in large graphs, by considering link information only. More recent work was carried by [48, 12, 43, 53], that devoted for attribute graphs, by using clustering techniques. In [53], for example, the links and keyword vertices are considered to compute the pairwise vertex similarity in order to cluster the large graph. Zang et al. [16] proposed a framework that applies a game-theoretic approach to identify dense communities in large-scale complex networks. Recently, other works carried by [22, 21, 28, 15] focused on detecting communities in spatially constrained graphs, where graph vertices are associated with spatial coordinates.

In the aforementioned works, a geo-community is defined as a community, in which vertices are densely connected and locally connected with other vertices. The resulting communities are more compact in geographical space. Techniques such as average linkage measure [28] and modularity maximization [21, 15] are applied to discover geo-communities. However, Lanchichinetti et al. [35] argued that modularity-based methods often fail to resolve small-size communities.

Community Search. Community search problem (CS) aims to obtain communities in an “online” manner, based on a query request. Several existing works [46, 19, 18, 40, 32] have proposed efficient algorithms to obtain a community starting from and including a query vertex $q$. In [46, 19], the minimum degree is used to measure the structure cohesiveness of community. Sozio et al. [46] proposed the first algorithm Global to obtain $k$-core community containing a query vertex $q$. Cui et al. [19] used local expansion techniques to boost the query performance. Furthermore, Li et al. [39] proposed the most influential community search over large social networks to disclose the $C_{kr}$ community with the highest outer influences, where the $C_{kr}$ community contains at least $k$ nodes, and any two nodes in $C_{kr}$ can be reached at most $r$ hops. Bi et al. [7] proposed an optimal approach to retrieve top-$k$ influential communities (subgraphs), such that each subgraph $g$ is a maximal connected subgraph with minimum degree of at least $\gamma$, and has the highest influence value. Akbas et al. [1] introduced a truss-based indexing approach, where they can in optimal time detect the $k$-truss communities in large network graphs. Fang et al. [25] studied the community search problem over large heterogeneous information networks, that is, given a query vertex $q$, find a community from a heterogeneous network containing $q$, such that all the vertices are with the same type of $q$ and have close relationships, where the relationship between two vertices of the same type is modeled by the meta – path, and the cohesiveness of the community is measured by the classic minimum degree metric. Note that, the aforementioned previous works [39, 7, 18, 25] did not consider spatial cohesiveness, topic-related social influences, nor keywords, which different from our proposed TCS-SSN problem.

Some other works [23, 40] used minimum degree metric to search communities for attribute graphs. Other well-known structure cohesiveness $k$-clique [18], $k$-truss [32] have also been considered for online community search. However, these works are designed for non-spatial graphs. Huang et al. [31] proposed $(k, d)$-truss for geo-social networks, but they did not take into account user topic keywords, social influence, neither road-network distance.

Geo-Social Networks. Query processing on location-based social networks has become increasingly important in many real applications. Yang et al. [49] studied the problem of socio-spatial group query (SSGQ), which retrieves a group of connected users (friends) with the smallest summed distance to a given query point $q$. Li et al. [31] proposed another query type that retrieves a group of $k$ users who are interested in some given query keywords and are spatially close to each other. Yuan et al. [51] studied the $k$NN query which obtains $k$ POIs that are not only closest to query point $q$, but also recommended by one’s friends on social networks under the IC model. Fang et al. [22] introduced the spatial-aware community (or SAC), which retrieves a subgraph (containing a given query vertex $q$) from geo-social networks that has high structural cohesiveness and spatial cohesiveness. They proposed the GP-SSN query that retrieves a set $S$ of users from social networks and a set $R$ of potential POIs from road networks to be visited by the set of users in $S$. Chen et al. [13] discussed the co-located community search, that is a subgraph satisfying connectivity, structural cohesiveness, and spatial cohesiveness. Chen et al. [13] considered communities that match query predicates and have the maximum cardinality globally, whereas Fang et al. [22] focused on finding a locally optimal community containing a query vertex. Previous works on geo-social community search neglected the social influence among users and road-network distance. In our proposed TCS-SSN problem, we introduce a new and different definition of communities that not only are spatially and socially close, but also have high social influence and small driving distance among community members.

Keyword Search and Spatial Keyword Queries. The keyword search problem has been extensively studied in both domains of relational databases and graphs. Given a set of query keywords, the keyword search in relational databases [11, 54, 30] usually finds a minimal connected tuple tree that contains all the query keywords. In graph databases [18, 45], the keyword search problem retrieves a subgraph containing the given query keywords. Furthermore, in spatial databases containing both spatial and textual information, another interesting problem is the spatial keyword query, which returns relevant POIs that both satisfy the spatial query predicates and match the given query keywords. Coa et al. [8] categorized the spatial keyword queries based on their ways of specifying spatial and textual predicates, including Boolean Range Queries [29, 10, 20], and Top-$k$ kNN Queries [9, 17]. Recently, Zhang et al. [53] proposed the keyword-centric community search (KCCS) over an attributed graph, which finds a community (subgraph) with the degree of each node at least $k$, and the distance between nodes and all the query keywords being minimized. However, Zhang et al. [53] did not consider the spatial cohesiveness neither the social influence. Moreover, Islam et al. [33] proposed the keyword-aware influential community query (KICQ) over an attributed graph, which returns $r$ most influential communities in the attributed graph, such that the returned community has high influence (containing highly influential members) based on certain keywords. An application of KICQ is to find the most influential community of users who are working in ML or DB. Different from KICQ, our proposed TCS-SSN finds a community that not only has a high social cohesiveness and covers certain keywords, but also has a high spatial cohesiveness. Furthermore, our TCS-SSN problem returns the community with high influence score among community members (with respect to specific topics), rather than members with high influences to others in KICQ. Chen et
al. [12] introduced a parameter-free contextual community model for attributed community search. Given an attributed graph and a set of query keywords describing the desired matching community context, their proposed query returns a community that has both structure and attribute cohesiveness w.r.t. the provided query context. In contrast, different from [12], our TCS-SSN problem returns the community over spatial-social networks (instead of social networks only), which has high social cohesiveness, spatial cohesiveness, social influence, and covers a set of keywords (rather than measuring the context closeness of the community with the query context). Thus, with different underlying data models (relational or graph data) and query types, we cannot directly borrow previous techniques for (spatial) keyword search or community search on attributed graphs to solve our TCS-SSN problem.

To our best knowledge, the TCS-SSN problem has not been studied by prior works on spatial-social networks, which considers $(k, d)$-truss communities with user-specified topic keywords, high influences among users, and small road-network distances among users. Due to different data models and query types, previous techniques on location-based social networks cannot be directly used for tackling our TCS-SSN problem.

8. CONCLUSIONS

In this paper, we formalize and tackle an important problem, topic-based community search over spatial-social networks (TCS-SSN), which retrieves communities of users (including a given query user) that are spatially and socially close to each other. In order to efficiently tackle this problem, we design effective pruning mechanisms to reduce the TCS-SSN problem space, propose a novel social-spatial index over spatial-social networks, and develop efficient algorithms to process TCS-SSN queries. Through extensive experiments, we evaluate the efficiency and effectiveness of our proposed TCS-SSN processing approaches over both real and synthetic data.
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