An Algorithm for Finding a Fundamental Set of Cycles of a Graph
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A fast method is presented for finding a fundamental set of cycles for an undirected finite graph. A spanning tree is grown and the vertices examined in turn, unexamined vertices being stored in a pushdown list to await examination. One stage in the process is to take the top element $v$ of the pushdown list and examine it, i.e. inspect all those edges $(v, z)$ of the graph for which $z$ has not yet been examined. If $z$ is already in the tree, a fundamental cycle is added; if not, the edge $(v, z)$ is placed in the tree. There is exactly one such stage for each of the $n$ vertices of the graph. For large $n$, the store required increases as $n^2$ and the time as $n^3$ where $\gamma$ depends on the type of graph involved. $\gamma$ is bounded below by 2 and above by 3, and it is shown that both bounds are attained.

In terms of storage our algorithm is similar to that of Gotlieb and Corneil and superior to that of Welch; in terms of speed it is similar to that of Welch and superior to that of Gotlieb and Corneil. Tests show our algorithm to be remarkably efficient ($\gamma = 2$) on random graphs.
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1. Introduction

Let $T$ be a spanning tree of a connected, finite, undirected graph $G$. The fundamental cycle-set of $G$ corresponding to $T$ is the set of cycles $(f, g, \cdots, f)$ of $G$, each consisting of one edge $(f, g)$ of $G - T$ together with the unique path $(g, \cdots, f)$ in $T$. It is known [1] that any cycle $C$ of $G$ may be expressed as a sum modulo-2 of the form $C = \sum \gamma_j S_j$, where the $\gamma_j$ are 0 or 1 and the $S_j$ constitute a fundamental cycle-set for the graph $G$. Before the set of all cycles can be enumerated, it is convenient to determine a fundamental cycle-set, and Welch [2], and Gotlieb and Corneil [3] have recently published algorithms for this purpose. That of Welch takes less machine time, whereas that of Gotlieb and Corneil requires less machine storage. In this paper we present an algorithm which is as economical in storage as that of Gotlieb and Corneil and as fast as that of Welch.

2. The Algorithm

The algorithm may be concisely expressed as follows. Let $E$ be the set of edges and $V$ the set of vertices of the given graph. Let $T$ be the set of vertices already in the spanning tree, and let $X$ be the set of vertices not yet "examined" as defined below. Initially $T = \emptyset$, $X = V$. Take any vertex $v$ from $X$ as the root of the tree. Then $T = \{v\}$, $X = V$.

Let $z$ be any vertex in $T \cap X$. If there are none, the process is complete. Now examine the vertex $z$; i.e. consider each edge $z - w$ in $E$ and act as follows. If $w \in T$ find the unique path $(w, \cdots, z)$ in $T$. If $w \notin T$, place the edge $(w, z)$ in the tree and act as above. The algorithm terminates when $X = \emptyset$.

It can be shown that the algorithm is correct, and that after each stage the remaining vertex set $X$ is connected. The number of vertices that must be examined in the course of the algorithm is $\Theta(n^2)$, and the number of edges that need to be tested is $\Theta(n^3)$. The algorithm is thus highly efficient.
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fundamental cycle consisting of $z \rightarrow w$ together with the unique path in the tree from $w$ to $z$. If $w \notin T$ add edge $z \rightarrow w$ to the tree and therefore $w \to T$. In each case delete edge $w \rightarrow z$ from $E$. When all edges $z \rightarrow w$ have been considered, remove this current $z$ from $X$ and repeat the process with a new $z$.

Computationally, the selection of "any" vertex from the set $T \cap X$ must take place according to some rule. It is convenient to list the elements of this set in their order of appearance in the tree; two possible rules are to select the last element of the set or the first element of the set. If we always select the last element then the construction of the fundamental cycles is especially simple.

To illustrate the point let us consider the graph of Figure 1. The vertices are inspected in alphabetical order. We define the trunk of a vertex $v$ as the path in the tree from $v$ to the first vertex examined, in this case, $A$.

If we use the last-element method we find the tree of Figure 2, and when we examine vertex $F$ we find that the edge $F \rightarrow B$ yields a fundamental cycle made up of paths $F-B-A$, $H-C-A$, and $F-H$. Here two of the paths consist of more than a single edge. In order to take account of this possibility, the first-element method must use a much more complicated process in tracing through the fundamental cycle.

The last-element method should therefore be the faster of the two, and this is confirmed by experiments on random graphs of various sizes and densities in which it is usually about 35 percent faster than the first-element method. The last-element method is therefore adopted as the algorithm.

3. Store

We now assess the store required by our method. If $w$ is the word length of the computer then each row of the adjacency matrix may be written as a sequence of $n$ bits in $[n/w]$ machine words. ($[x]$ denotes the smallest integer not less than $x$.) Since the adjacency matrix is destroyed in the process of finding the cycles, space must be provided for two copies, taking $2n[w/n]$ words in all. A pushdown list is used to store those vertices already in the spanning tree which have not yet been examined; this can grow to length $n - 2$ at most. Two vectors of length $n$ are em-
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Fig. 2. In the last-element method the vertices join the tree in the order ABCEHJFDI.

Fig. 3. In the first-element method the vertices join the tree in the order ABCEFJHID.
ployed, LEVEL (i) being the distance of vertex i from
the root of the spanning tree, and ANC(i) the vertex v
for which v — i is an edge of the tree with v nearer the root.
The store required is therefore $2n\lceil n/w \rceil + 3n - 2$ machine
words.

To compare our method with the two others we show in
Table I the store required for a graph of n vertices and m
edges on a machine of word length w. The comparison is
complicated by the fact that Gotlieb and Corneil use the
vertex-incidence matrix of $n^2$ elements (as we do), whereas
Welch uses the edge-incidence matrix of $mn$ elements. In
general, the latter is a less economical representation of a
graph than the former, and this discrepancy increases with m.

If we exclude the case $m = n - 1$, then it may be
shown from Table I that our method is more economical
of store than Welch's in all cases and more economical than
Gotlieb's provided $\lceil n/w \rceil \geq 2$. For very large $n$, the storage
requirements are dominated by $2n\lceil n/w \rceil$, $3n\lceil n/w \rceil$, and
$2n\lceil n/w \rceil$; it is clear that unless the number of edges is small,

\begin{center}
\begin{tabular}{|l|c|}
\hline
Method & Store required in machine words \\
\hline
Welch algorithm (modified) & $2n\lceil n/w \rceil + 2m + n$ \\
Gotlieb and Corneil algorithm & $3n\lceil n/w \rceil + 2\lceil n/w \rceil + n$ \\
Paton algorithm & $2n\lceil n/w \rceil + 3n - 2$ \\
\hline
\end{tabular}
\end{center}

Welch's method requires much more store than the other
two, and that our method requires about two-thirds as
much store as Gotlieb's.

In common with Gotlieb we allot no space in our algo-

\[ n \leq \frac{dn}{2}. \]

For certain types of graphs this discrepancy is not important;
for example, if every vertex has degree less than some small
constant, say $d$, then we have $m \leq \frac{dn}{2}$. This is the case in [4],
where the graphs represent chemical structures; here the vertices
denote atoms and the edges valency bonds; since no atom has
valency more than 6, no vertex can have degree more than 6, and
the number of edges is not greater than thrice the number of
vertices. Welch's method is at no great disadvantage here.

4. Speed

We now assess the speed of the algorithm by considering,
as in [3], the dependence of the processing time on the num-
ber of vertices, $n$, and the number of edges, $m$. To do this
we consider the separate steps of the method, estimating
the number of times each step is performed and the number
of orders required on each occasion. Each of $\binom{n}{2}$ possible
pairs $(i, j)$ must be tested, at $x_1$ orders per test, to find
whether $i - j$ is an edge in $E$; $n - 1$ edges are placed in the
tree at $x_2$ orders per entry. Each of the remaining $m - n + 1$
edges yields a fundamental cycle, whose edges are to be
enumerated; the time taken for this step may be
considered as $x_3$ orders per cycle and $x_4$ orders per edge.
The total time $N$ may therefore be expressed as $N \approx
n(n - 1)x_1/2 + (n - 1)x_2 + (m - n + 1)x_3 + Tx_4$,
where $T$ is the total number of edges in the fundamental
cycle set. It is sufficient for our purpose to note that the
$x_i$ are independent of $n$, $m$, $T$ and are all of the same order
of magnitude.

Writing $m$ as $\rho n (n - 1)/2$, where $\rho$ is the density, and
$k$ for the mean length of the cycles in the fundamental set,

4 For reasons of euphony we use "orders" as a synonym for "ma-
chine cycles."
we have $N \approx n(n - 1)x_1/2 + (n - 1)x_2 + (n - 1)^\cdot (p + 2)(x_2 + kx_3)/2$. The speed of the algorithm on a given class of graphs is defined in terms of the positive number for which $N = O(n^3)$. By noting that, for all graphs, $3 \leq k \leq n$, we obtain the bounds $2 \leq \gamma \leq 3$, and we will show that each of these bounds is attained.

For sparse graphs—such as the single cycle—whose density tends to zero with increasing $n$ in such a way that $n^2 - 2$ is bounded we have $\gamma = 2$. For the complete graph we have $\rho = 1$, but the spanning tree consists of $n - 1$ edges with a common end point at the root; whence $k = 3$ and again $\gamma = 2$.

We now describe a class of graphs for which $\gamma = 3$. The vertex set consists of three subsets $A$, $B$, $C$ with $p$, $p$, $q$ vertices, respectively; the vertices of $C$ are joined in a string, one end of the string being joined to each vertex of $A$ and the other to each vertex of $B$; each vertex of $A$ is joined to each vertex of $B$. The case $p = 5$, $q = 7$ is shown in Figure 4, although the edges joining members of $A$ and $B$ have been omitted for clarity. The total length of the fundamental cycle set found by our algorithm is critically dependent on the ordering of the vertices; thus the ordering of Figure 5 yields 25 cycles of length 9, whereas that of Figure 6 yields 24 cycles of length 4 and one of length 9.

In general, the maximum total length for a graph of this type is given by $T = p^2(q + 2)$; to find the graph with the largest $T$ for a given $n$ we note that $n = q + 2p$ and deduce that $T$ has a maximum of approximately $(n + 2)^3/27$ at $p \cong ((n + 2)/3)$. Thus on a graph of this type, with its vertices ordered in the most unfavorable fashion, the algorithm is of order $n^3$. For this graph the dependence of $T$ on the ordering is very striking for the minimum total length is given approximately by $A((n + 2)/3)^3 - 1) + ((n + 2)/3)^2 + 2$, which is of order $n^3$.

To test the method we record the average time taken by a FORTRAN IV version of the algorithm to find a fundamental cycle-set for several random graphs of given size and density. As expected, we find that the time, $t$ minutes, and the number of vertices, $n$, are related by $\log(t) = a + b \log(n)$, where the constant $b$ is the $\gamma$ which defines the speed of the algorithm. The constant $a$ is a property not of the algorithm itself but of the algorithm as written in FORTRAN IV and run on the IBM 7094-II. The values of $a$, $b$ are those underlined in Table II. For comparison we also show the values for three other possible techniques.

We conclude that where space permits the storing of the
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**TABLE II**

<table>
<thead>
<tr>
<th>Density of graphs</th>
<th>0.3</th>
<th>0.5</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technique used</td>
<td>$a$</td>
<td>$b$</td>
<td>$a$</td>
</tr>
<tr>
<td>Last element unpacked matrix</td>
<td>-14.9</td>
<td>2.04</td>
<td>-14.2</td>
</tr>
<tr>
<td>Last element packed matrix</td>
<td>-13.9</td>
<td>2.05</td>
<td>-13.7</td>
</tr>
<tr>
<td>First element unpacked matrix</td>
<td>-14.0</td>
<td>1.84</td>
<td>-13.8</td>
</tr>
<tr>
<td>First element packed matrix</td>
<td>-14.0</td>
<td>2.08</td>
<td>-13.2</td>
</tr>
</tbody>
</table>

The values of $a$, $b$ are those for which $\log(t) \approx a + b \log(n)$, $t$ being the time in minutes to deal with a graph of $n$ vertices.
adjacency matrix one entry per word (rather than in binary form) a saving in time of some 35 percent may be made by doing so.

It is interesting to note that \( a \) and \( b \) are independent of the density of the random graph and very encouraging to find that \( b \) is approximately 2. From this we deduce that \( k \) must be more or less independent of \( n \) and inspection shows that for random graphs of various densities from .1 to .9 the value of \( k \) is bounded by 6. Welch's method [2] shares this advantage, whereas in that of Gotlieb and Corneil [3] the value of \( k \) increases with \( n \). Table III illustrates this point by showing the values of \( k \) for all three methods on the same set of random graphs of density 0.5.

From Table II we see that the order of our algorithm is a constant, independent of the density of the random graph involved, and Gotlieb and Corneil [3] have found that the same property holds for both their own method and that of Welch. Results on random graphs of one density are therefore typical, and it is possible to make a direct comparison of our method with these two by running all three methods\(^4\) on random graphs of one given density, say 0.5. The times obtained are shown in Figure 7, where the slope of the line gives the order of the method; it will be seen that our method (slope 2) is slightly superior to that of Welch (slope 2.6) and considerably superior to that of Gotlieb and Corneil (slope 3.6).

5. Conclusion

Of the two algorithms considered in [3], Gotlieb and Corneil point out that their own method is the more economical of store whereas that of Welch is the faster. As our method is as economical of store as that of Gotlieb and Corneil and as fast as that of Welch, the algorithm presented here is superior to both. Our method is fast because the cycles are found as the tree is grown, and economical because the graph is represented by its vertex-incidence matrix rather than its edge-incidence matrix. For very sparse graphs these two matrices do not differ significantly in size, and for these graphs the superiority of our method to that of Welch is less strongly marked. It is interesting to note that for random graphs of various densities the time required by our algorithm increases only as \( n^2 \), as compared with \( n^{2.5} \) for that of Welch and \( n^{1.5} \) for that of Gotlieb and Corneil.

\(^4\) I am much indebted to Dr. Corneil, who programmed my algorithm in MAP in order to carry out this comparison.
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