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Abstract: We examine a number of variants of the Gauss-Seidel method for the solution of linear systems arising from a singularly perturbed differential equation. We show that, because of the dominant role played by the characteristics in such problems, the rate of convergence depends critically on solving in the flow direction and thus the spectral radius is an inappropriate measure in this case. We introduce the Symmetric Gauss-Seidel method and demonstrate that it performs well for one and two dimensional examples.

Introduction
We consider the linear systems which arise as a result of the finite difference discretization, on a uniform mesh, of linear singularly perturbed differential equations in one and two dimensions. Such problems are theoretical models for the physical phenomena of convection dominated flow. It is well known that, when the singular perturbation parameter (representing the diffusion coefficient) is small, these problems are difficult to solve numerically due to the presence of sharp boundary and/or interior layers. One approach to solving these problems is to employ a uniform mesh and either an upwind scheme or an exponentially fitted scheme which attempts to model the boundary layer accurately [1,3]. These methods respect the natural direction of flow in the problem, given by the characteristics of the differential equation.

One Dimensional Problems
We first analyse a simple one dimensional problem:

\[ -\epsilon u''(x) + p(x) u'(x) + r(x) u(x) = f(x), \quad 0 < x < 1, \]

\[ u(0) = 1, \quad u(1) = 0. \]

We assume that \( p(x) \geq 0 \) and that \( r(x) \) and \( p(x) \) have no simultaneous zeros. The behaviour of the problem then depends on the zeros, if any, of \( p(x) \) in the interval \([0, 1]\). If \( p(x) > 0 \) the flow is to the right (left) and there is an exponential boundary layer at the left (right). We reflect this fact by discretizing using an upwind scheme in the forward (backward) direction or exponentially fitted scheme. On a uniform grid of size \( h \) \( (n+1) \) the upwind difference scheme is:

\[-b_i u_{i-1} + u_i - c_i u_{i+1} = f_i, \quad 1 \leq i \leq n, \]

\[ u_0 = u_n = 0, \]

where the coefficients \( a_i, b_i, c_i \) are given by

\[ b_i = \frac{\epsilon}{h^2} + \frac{1}{h} (p_i + p_{i+1}) \geq 0, \quad c_i = \frac{\epsilon}{h^2} + \frac{1}{h} (p_i - p_{i+1}) \geq 0, \]

\[ a_i = \frac{2\epsilon}{h^2} + \frac{1}{h} |p_i| + r_i \geq 0, \]

and \( p_i = p(x_i), \quad r_i = r(x_i), \quad f_i = f(x_i). \) The matrix \( A \in \mathbb{R}_{n \times n} \), of the difference scheme is thus a tridiagonal matrix. It is easily shown that this matrix is an irreducibly diagonally dominant M-matrix [5, p23] under the above assumptions, and thus that \( A^{-1} \geq 0 \), where the inequality is meant component-wise.

Now consider the matrix splitting of \( A \) into a diagonal \( D \) a lower triangular \( L \) and an upper triangular \( U \) matrix, \( A = D - L - U \). The forward (backward) point Gauss-Seidel methods, which we shall call FGS and BGS respectively, may now be written as

\[ M_{FGS} u^{k+1} = N_{FGS} u^k + f, \quad \text{where} \quad M_{FGS} = D - L, \quad N_{FGS} = U, \]

\[ M_{BGS} u^{k+1} = N_{BGS} u^k + f, \quad \text{where} \quad M_{BGS} = D - U, \quad N_{BGS} = L. \]

In either case, the splitting \( A = M - N \) is a regular splitting of the matrix \( A \) and \( p(M^{-1} N) \) \( < 1 \) [5, Theorem 3.14]. Thus both iterative methods are convergent with the same asymptotic convergence rate, since \( p(M_{BGS}^{-1} N_{FGS}) = p(M_{FGS}^{-1} N_{FGS}) = p(D^{-1}(L + U))^{1/2} \). However, although the asymptotic convergence rate is a good measure of the ultimate rate of convergence of these methods, [11] and [16] have shown that the initial rate of convergence for the two methods differs considerably. It is well known that, in general, the error, as measured in the \( L^2 \) norm, may increase initially. For this reason, in [2], the initial error reduction was calculated by considering the matrix norm of the iteration matrix, \( ||M^{-1} N|| \infty \).

\[ p(x) \geq 0 \]

In this case, it is shown in [2] that for mesh spacings \( h \) which satisfy \( \epsilon \leq \delta h \), the error reduction for the forward Gauss-Seidel (FGS) is given by

\[ ||M^{-1} N|| \infty \leq \frac{2\epsilon}{\delta h \beta}, \]

and thus if \( \epsilon < \delta h^2/2 \) the error reduction is monotonic. The analysis is performed by writing

\[ M^{-1} N = (I - D^{-1} L)^{-1} D^{-1} U \]

and then estimating the norms of \( D^{-1} L \) and \( D^{-1} U \). These are respectively strictly lower and strictly upper triangular matrices, with a non-zero sub(super)-diagonal whose entries are given by

\[ a_{ij} = \frac{\delta + (|p_i| + |p_j|) / 2}{2\delta + |p_j| + \gamma j}, \quad \beta_{ij} = \frac{\delta + (|p_i| - |p_j|) / 2}{2\delta + |p_j| + \gamma j}, \]

where \( \delta = \epsilon/h \). Note that (1) implies very rapid convergence if \( \epsilon \ll h \). The backward Gauss-Seidel (BGS), on the other hand does not exhibit this property. Conversely, if \( p(x) \leq 0 \), BGS exhibits rapid convergence under appropriate conditions and FGS does not. Thus, if one solves the linear system in the natural direction given by the characteristics, one achieves rapid convergence. We shall see later that similar problems arise in the case we assume \( p(x) \) has one or more zeros.

We shall now consider another iterative method which we shall call Symmetric Gauss-Seidel (SGS). This consists of an application of FGS, followed by an application of BGS given by:

\[ M_{FGS} u^{k+1/2} = N_{FGS} u^k + f, \quad \text{where} \quad M_{FGS} = D - L, \quad N_{FGS} = U, \]

\[ M_{BGS} u^{k+1/2} = N_{BGS} u^{k+1/2} + f, \quad \text{where} \quad M_{BGS} = D - U, \quad N_{BGS} = L. \]

Thus the iteration matrix is \( M_{FGS}^{-1} N_{BGS} M_{BGS}^{-1} \). This may be considered as a special case of the Symmetric Successive Over Relaxation Method (SSOR) with relaxation parameter \( u = 1 \). Thus, as remarked in [4], provided we store intermediate results, it requires no more calculations per iteration than the FGS. Note that the FGS sweep is guaranteed to reduce the error, but the BGS might increase it again. We shall show that this is not the case, although the error reduction is only as good as that for FGS.

**Theorem 1**: If the mesh spacing \( h \) satisfies \( \epsilon \leq \delta h \), the error reduction for the Symmetric Gauss-Seidel (SGS) is given by

\[ ||M^{-1} N|| \infty \leq \frac{2\epsilon}{\delta h \beta}. \]

**Proof**: This is similar to that of [2]. To simplify notation we write \( ||\cdot|| \) for \( ||\cdot|| \infty \).

\[ ||M^{-1} N|| \infty = \frac{1}{||M_{BGS}^{-1} N_{FGS} M_{BGS}^{-1}||} \leq \frac{1}{||I - D^{-1} L||} ||D^{-1} U|| ||M_{FGS}^{-1} N_{FGL}||. \]

It is clear that \( D^{-1} U \leq D_0^{-1} U_0 \) and \( D^{-1} L \leq D_0^{-1} L_0 \), where \( A_0 = D_0 - L_0 - U_0 \) is the matrix corresponding to \( A \) with \( \epsilon = 0 \). Using

\[ \frac{2\epsilon}{\delta h \beta} \]

Hence

\[ ||M^{-1} N|| \infty \leq \frac{2\epsilon}{\delta h \beta}. \]

\[ \Delta^2 U \leq \Delta^2 U_0 \]
similar arguments to [2], we have
\[ ||M^{-1}_r N_p|| \leq \frac{2\delta + \beta}{\delta + \beta} \frac{\delta}{\delta + \beta}, \] (4)
\[ ||D^{-1}L|| \leq ||D^{-1}_{r_0}L || = \frac{\delta + \beta}{2\delta + \beta}, \] (5)
\[ 1 - ||D^{-1}U|| \geq 1 - ||D^{-1}_{r_0}U || = 1 - \frac{\delta}{2\delta + \beta} = \frac{\delta + \beta}{2\delta + \beta}. \] (6)

Using (6), it follows that,
\[ ||(I - D^{-1}U)^{-1}|| \leq \frac{1}{1 - ||D^{-1}U||} \leq \frac{2\delta + \beta}{\delta + \beta}. \] (7)

Combining (3), (7), (5) and (4) we get,
\[ ||M^{-1}N|| \leq \frac{2\delta + \beta}{\delta + \beta} \frac{\delta + \beta}{2\delta + \beta} = \frac{\delta^2 + \beta^2}{\delta^2 + \beta^2}. \]

Thus SGS achieves the same rate of convergence as the FGS, which solves in the characteristic direction. It is easily shown that SGS also achieves the same rate of convergence as BGS for the problem with \( p(x) \leq 0 \). This is illustrated in Figure 1 and Table 1, which are for the problem
\[-cu''(x) - u'(x) = -2, \quad 0 < x < 1,\]
\[w(0) = -1, \quad u(1) = 1,\]
with \( e = .000001 \). It should be noted that this problem has an exact solution \( u(x) = 2x - 1 \) and thus exhibits no boundary layers. For all the results exhibited, the initial guess is chosen so that the initial error at each point is 1. Figure 1 gives the log of the error after one iteration at each point of a grid with \( h = 1/20 \). For this problem, as expected, we get an error of approximately \( 10^{-4} \) after the first iteration. The FGS method shows almost no error reduction except at the right-most point where it is \( 10^{-4} \). A similar reduction propagates across the grid at subsequent iterations, requiring a number of iterations of the order of the number of grid-points to reach the left-hand boundary and thus reduce the \( L_\infty \) norm significantly. This is illustrated in Table 1.

![Figure 1: Log of error after first iteration for problem (8)](image)

Table 1: Problem (8), Number of iterations to achieve error \( 10^{-4} \)

<table>
<thead>
<tr>
<th>1/h</th>
<th>FGS</th>
<th>BGS</th>
<th>SGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

\[ p(x) \] having one or more zeros

There are two interesting cases here. The first is when \( p(0) > 0, p(1) < 0 \) and \( \int_{0}^{1} p(x)dx < 0 \). In this case the zero \( x^* \) of \( p(x) \) corresponds to a node with the characteristic flow towards \( x^* \). For this case, it's

and Kellogg [2], used a method which swept to the right while \( p_i > 0 \) and then swept to the left while \( p_i < 0 \). The second interesting case is when \( p(0) < 0, p(1) > 0 \) and \( \int_{0}^{1} p(x)dx > 0 \). In this case the zero \( x^* \) of \( p(x) \) corresponds to a source and the characteristic flow is directed outward from \( x^* \). In [2], a special block Gauss-Seidel method is proposed, in which the first block is a \( 2 \times 2 \) block and the others are \( 1 \times 1 \). In both the sink and source cases, it is shown in [2] that the special scheme proposed satisfies a result similar to that for the case where \( p(x) \) is of one sign. Both of these special schemes correspond to a reordering of the mesh-points and it is in this context that it is generalised in [2] to the two-dimensional case. It should be noted that neither FGS nor BGS satisfies a monotonicity or rapid convergence result. The SGS, on the other hand, performs well in both cases. This is illustrated in Figure 2 and Table 2 for the sink problem:

\[ -cu''(x) - x/2u'(x) + 3/2u(x) = -1, \quad 0 < x < 1, \]
\[ u(0) = -1, \quad u(1) = 1. \]

We can prove a theorem similar to Theorem 1, for this case also.

![Figure 2: Log of error after first iteration for problem (9)](image)

<table>
<thead>
<tr>
<th>1/h</th>
<th>FGS</th>
<th>BGS</th>
<th>SGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>50</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2: Problem (9), Number of iterations to achieve error \( 10^{-4} \)

**Theorem 2:** Let (1) be a sink problem, with the zero, \( x^* \), of \( p(x) \) in the interval \( [r_i, r_{i+1}] \) and hence, \( p \geq p(x_i) \geq \mu \), \( \forall x \). Then, for the SGS method, if \( x \) satisfies \( x \leq \min \{ \delta \mu, \mu^{1/2} \} \), the \( L_\infty \) norm of the error in iteration \( n + 1 \) satisfies:
\[ ||e_{n+1}|| \leq \frac{4\mu}{\mu^{1/2}} ||e_{n}||. \]

**Proof:** Consider first the forward sweep. The new error \( e_{n+1/2} \) is given by:
\[ (I - D^{-1}U)e_{n+1/2} = D^{-1}Ue_{n} + \dot{\varepsilon}, \]
where the entries of \( D^{-1}L \) and \( D^{-1}U \) are given by (2) and
\[ \dot{\varepsilon} = (\delta_x e^n, \delta_x e^n, \ldots, \delta_x e^n, 0)^T. \]

Divide the system into two parts
\[ \begin{pmatrix} B_+ & 0 \\ B_0 & B_- \end{pmatrix} \begin{pmatrix} e_{n+1/2} \\ e_{n+1/2} \end{pmatrix} = \begin{pmatrix} \varepsilon^+ \\ \varepsilon^- \end{pmatrix}, \]
where \( B_+ \) is an \( l \times l \) matrix and \( B_- \) is an \( (n-l) \times (n-l) \) matrix. Then
\[ B_+ e_{n+1/2} = \varepsilon^+ \]
\[ B_- e_{n+1/2} = \varepsilon^- - B_0 e_{n+1/2} \]
\[ \dot{\varepsilon} = \varepsilon^+ \]

(10)

(11)
where \( D_y^{m+1/2} = (\alpha_{11}, \alpha_{12}, \ldots, 0) \). The analysis for (11) follows as in [2] and Theorem 1, except \( \beta \) is replaced by \( \mu h \). Thus for \( \epsilon \le \frac{3\mu h}{2} \),

\[
\|e^{m+1/2}_y\| \le \frac{2\epsilon}{3\mu h} \|e^m\|.
\]

For (11), writing \( D_L = I - D_L L \), and letting \( D_0 \) and \( L_0 \) be as in Theorem 1 we have

\[
\|D_L^{-1} L_0\| \le \|D_0^{-1} L_0\| = \frac{\delta}{2\delta + \beta} < 1.
\]

Hence

\[
\left\| (I - D_L^{-1} L_0) \right\| \le 1/(1 - \|D_L^{-1} L_0\|) \le 1/(1 - \|D_0^{-1} L_0\|) = \frac{2\delta + \beta}{\delta} \le 2.
\]

Now, using (12) and \( \epsilon \le \frac{\mu h^2}{2} \),

\[
\|e^{m+1/2}_y\| \le \frac{\delta + \|e_{m+1}\|_l^2}{2\delta + \|e_{m+1}\|_l^2} \|e^m\|_l^2,
\]

\[
\|e_{m+1}\|_l^2 \le \frac{\delta + \|e_{m+1}\|_l^2}{2\delta + \|e_{m+1}\|_l^2} \|e^m\|_l^2,
\]

\[
\|e^m\|_l^2 \le \frac{\delta + \|e_{m+1}\|_l^2}{2\delta + \|e_{m+1}\|_l^2} \|e^m\|_l^2.
\]

Thus combining (13), (14), (15) we get

\[
\|e^{m+1/2}_y\| \le \|e^m\|_l^2.
\]

Combining (12) and (16) with similar estimates for the backward sweep gives

\[
\|e^{m+1}_y\| \le \frac{\epsilon}{\mu h} \|e^m\|_l^2.
\]

Figure 3 and Table 3 illustrate the results for a source problem:

\[
-\epsilon u' + x^2 u'' + u = 0, \quad 0 < x < 1,
\]

\[
w(0) = -1, \quad w(1) = 1.
\]

In sink and source cases it is clear that for FGS and BGS the error is reduced rapidly, where we are solving in the characteristic direction, whereas we reduce the error significantly only at one point when we are solving in the opposite direction. SGS achieves its effect by reducing the error significantly at each point in either the forward or backward sweep.

\[\text{Figure 3: Log of error after first iteration for problem (17)}\]

<table>
<thead>
<tr>
<th>Problem</th>
<th>Coefficients</th>
<th>Method</th>
<th>1/(h)</th>
<th>FGS</th>
<th>BGS</th>
<th>SGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\alpha(x) = 3x - y - 1)</td>
<td>1/(h)</td>
<td>20</td>
<td>2</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>(\alpha(x) = 3x - y - 1)</td>
<td>1/(h)</td>
<td>40</td>
<td>2</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>(\alpha(x) = 3x - y - 1)</td>
<td>1/(h)</td>
<td>20</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 4: Number of iterations to achieve error \(10^{-5}\) for problem (18) with \(\alpha(x) = .5\) and \(f(x) = 0\).
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