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Minimum Spanning Tree
* G=(V,E)isanundreded gaph,whereV isaset of

DESIGN &

nodes and E is a set of possible interconrections ALALYSISOF
between pairs of nodes.

* For each edge (u,v) in E, we have aweight W(u,v).

* Findanacyclic subset T of E, that conrects al the
vertices and whaose total weight is minimum.
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A Spanning Trees
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Quiz: Are minimum spanning trees unique?
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Kruskal’s Algorithm

Consider v isolated treesin the forest. Each
initialy with orly one noce.

Pick the shortest path that connects two treesin
the forest.

In ather words, seled aleast-cost edge that
does not result in a cycle when added to a set
of aready selected edges.
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Algorithm

Spanning Tree edge s&t.
MST-KRUSKAL(G, w)
A<D

Initialize V forests.
for each vertex v € V[G]

do MAKE-SET(v) Sort
sort the edges of E by nondecreasing weight w
for each edge (u,v) € E, in order by nondecreasing weight
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edges.

do if FIND-SET(u) # FIND-SET(V)
then 4 — AU {(u,v)}
UnioN(u, v)

O 00~ bW~

return A4

No

T
Make sure two ends
arein two trees.

cycle.

Mergethetreesin the forest

If no cycle, add the edge
in the spanning tree set.
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Example: Kruskal’s Algorithm
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Example: Continued..
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Proof of Corredness
of an Algorithm

10




Correctness of Krsukal’s Algorithm

* LetT bethetreefound byKruskal’s algorithm.
* Let U bethe actual minimum spanning tree.
*  Wewill prove cost of T= cost of U.
* Do you agre€?
— Tand U and al spanning trees must have exactly
V-1 edges.
— If , k (k>0) number of edgesin U arenct in T, then
exactly k number of edgesin T must not bein U.

*  Wewill oneby ore substitute a unique edge of U
by unque edge of T to prove that the cost does not
change.
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Correctness of Kruskal’s Algorithm

(contd..)

* Letebetheleast-cost edgein T that isnaot in U.

« AddetoU.
— It must crege acycle.

— Theremust be an edgef in thiscyclewhich wasnotin T.
* Takeit out. The new spanning tree has cost \

V=U+{e}-{f}
» Can{e} <{f}?
— Nobecause, then U cannot be minimum spanningtree.
o Can{e}>{f}?
— No because, then f will beincluded by Kruska’s greedy
scheme before e That did na happen!

* Therefore{e}={f}
* Therefore T=U
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Correctness of Kruskal’s algorithm
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Two solution’s
with same @st.

V=U+{b,c}-{ah}
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Complexity of Kruska’s Algorithm

MST-KRUSKAL(G, w)

1
2
3
4
5
6
7
8
9

A0
for each vertex v € V{G]

do MAKE-SET(v)
sort the edges of E by nondecreasing weight w
for each edge (u,v) € E, in order by nondecreasing weight

do if FIND-SET(u) # FIND-SET(v)

then 4 — AU {(u,v)}
UnioN(u, v)

return A

1-3: Initidization O(v)

4: sorting O(E log E)

5: E iterations.

6: Each FIND-SET is O(log E) tota cost= 2E.O(log E)
7. 2E

8: UNION isat most V-1

Overall complexity isO(V+E log E)
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Prim’s Algorithm
DESIGN &
+ LikeKruska's, but, start with any noce. ALGORITHM
» Extendthetreeto the dosest node!
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Prim’s Algorithm
Add the verticesin a Queue DESIGN &
MST-PriM(G, w, r) ALGORITHM

Q—V[G Key[u] isthe cost of reaching
for each u € Q vertex u fromcurrent tree set.

do key[u] — oo | ]
key[r] < 0 Sart fromany noder. Its
n[r] < NIL cost iszero. PI[u] istheroot of u.
* while Q # ¢ .
do u — EXTRACT-MIN(Q) JENINCICEeleC Rl Yif=")
for each v € Adj{u] ]
do if v € Q and w(u,v) < key[v]
then n[v] « u
key[v] — w(u,v)

— OV 1R W

—

For each node adj to u, but not in spanning
tree, update the reaching cost. LECT-14, 5-16
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Example: Prim’s Algorithm
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Example: Prim’s Algorithm
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Example: Prim’s Algorithm
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Complexity of Prim’s Algorithm

MST-PRIM(G, w, )
0 < VI[G]
for each u € Q
do key[u] — oo
keylr] — 0
7[r] « NIL
while Q # 0
do u — EXTRACT-MIN(Q)
for cach v € Adj[u] }™
do ifv € Q and w(u,v) < key[v]
then n[v] «— u
key[v] — w(u,v)

* 1.5 Initidization O(v)
| s 6: Loop executes V times.
* 7:EachEXTRACT-MINis O(logV). Total O(V logV).
e 8 Loop 811executesEtimes.
*  9: membership can be tested in constant time.
* 11 v haveto bedeeted from Q (not shown): O(log V)
* Tota: O(V log V+E log V)

—

2
3
4
5
6
7
8

9
0
1
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Shortest Path

21

Shortest Path

Given a directed graph in which each edge has a nonnegative
weight or cost, find a path of least total weight from a given
vertex, called the souree, to every other vertex in the graph.

* Other Variants:
— Single Destination shortest-path problem.
— Single-pair shortest path problem.
— All pairs $ortest-paths problem.

DESIGN &
ALALYSISOF
ALGORITHM

LECT-14, S-22
ALGOOS, javed@kent.edu
Javed |. Khan@1999

11



Greedy Method :
(Dijkstra’ s Algorithm) DESIGN &

ALALYSISOF
ALGORITHM

*  Wekee aset Sof vertices whose dosest
distances to the source, Vertex 0, are known
and add ore vertex to Sat eadh stage.

Wemaintain atable D that gives, for each
vertex v, the distance from O to v alonga
path al of whose verticesarein S, except
passibly the last one.

* To determine what vertex to addto Sat each
step, we apply the gremdyCriterion
choasing the vertex v with the small est
distancerecorded in the table D, such that v
isnot areadyin S
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Example (contd..)
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Algorithm

1. INITIALIZE_SINGLE-SOURCE(G,9)
2.S=EMPTY.

3.Q=V[G]

4. While Q nat EMPTY

5. u= EXTRACT-MIN(Q)

6. AdduinS
7. For each vertex v adjacent to u
8 Do Update cost

— if D[v] > d[u]+w[u,v]
— then D[v]=d[u]+w[u,V]
— GoFrom[v]=u
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Proof of Correctness

DESIGN &
ALALYSISOF
ALGORITHM

Quiz: what if
we allow
negative

Let us assume the path throughanother node x, | distances?

whichisnot yet included in Sto vis closer.

Then D[x] must be smaller than D[v], but in
that case x shoud already be included in S!

LECT-14, S-27
ALGOOS, javed@kent.edu
Javed I. Khan@1999

Complexity

Each EXTRACT-MIN takes
O(V).

Each time & least one vertex
will be added.

Therefore it can take & most
V iterations.

Step 5is O(v?)

On the other hand, in steps
4-8 each peth will be
processed only once.

Thus the complexity is
O(V3+E).
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1. INITIALIZE_SINGLE-SOURCE(G,s)
2.S=EMPTY.

3.Q=V[G]

4. While Q not EMPTY

5.  u= EXTRACT-MIN(Q)

6 AdduinS

7. For ead vertex v adjacent to u

8

Do Update cost
— if D[V] > d[u]+w[u,v]
—  then D[v]=d[u]+w[u,v]
—  GoFrom[v]=u
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Bellman-Ford Algorithm

It can solve the shortest-path problem, even if
there are negative weighted links.

What if there is a negative weighted cycle?
Its complexity isO(V.E)
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