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Dynamic Programming

Dynamic Programming, like the divide-and-conquer
method, solves problems by combining the solutions
to sub-problems.

Pure divide-and-conqLer:
— divides problemsinto independent sub-problems,
— solves the sub-problem recursively, and then,
— combinestheir solutions to solve the origina sub-problem.

Dynamic programming in contrast is used when the
sub-problems are not independent, that is sub-
problems share sub-problems.

It istypicdly applied to optimization problems.
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Matrix Multi pli cation

MATRIX-MULTIPLY(A, B)

1 if columns[A] # rows[B]

then error “incompatible dimensions”
else for i — 1 to rows[A]

do for j — 1 to columns[B]
do C[i,j] 0
for &k — 1 to columns[A]
do CI[i,j] « CI[i, j1+ A[i, k]- B[k, j]

3]

3
4
5
6
7
8

Cost of multiplying A[p][q] x B[q][r] isp.q.r
What is the cost of multiplying three matrices A,
B, and C of sizes 10x100, 100x5and 5x5C

How to find the best way of multiplying?
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Matrix Chain Multi pli cation

Givena dain A, A,, A;, .. A, of n matrices,
such than A; has dimensionp ; ,x p, findthe
sequence of multiplication that will result in
minimum number of scalar multiplication.

— Recursive Cost Function Catalan numbers:
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Observations
« Existenceof Optimal Substructure: In an optimum ALALYSISOF
sequence of dedsions, each subsequence must also AreoRiT
be optimum.
*© (ALAA3). (Ag As Ag)
— Tota cost isC(1..3 + C(4..6) + cost of multiplying the
two final matrices.
* Recursive Solution Possible: If m([i,j] isthe
optimum cost of multiplying all matrices between
i andj™ matrices ....(A; Ay .. A
— if i==j then M[i,j]= O
— otherwise,
LECT—16, S-7
Recursive Solution
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RECURSIVE-MATRIX-CHAIN(p, i, J)
1 ifi=;

2 ‘then return 0

3 mii,j]l—

4 forke—itoj—1

5 do g — RECURSIVE-MATRIX-CHAIN(p, I, k)
+ RECURSIVE-MATRIX-CHAIN(P, K + 1, /) + pi_1 pip;
6 if ¢ < m[i, J]
7 then m[i, j] — ¢q
8 return mli, j]

e Running timeis exponentia O(2")!
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Observation-2

1.4
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1.1 2.4 1.2 3.4 1.3 4.4

2.2 34 23 44 1.1 22 33 .44 1.1 2.3 1.2 3.3

3.3 4.4 2.2 .33 2.2, 33 1.1 2.2

» Existenceof Overlapping Sub-problem: the same
sub-sequence is part of many super sequences.

* Forastring d limited size, the acdual number of
subproblems are quite small. O(n?) only!
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Dynamic Programming Sol ution: L e
A Bottom up approach A vEsor

ALGORITHM

» Compute the optimum cost for
multiplying all matrix chains of size 2.

» Store them inamatrix m[i,j], wheni-j
Spans two matrices.

» Usethe abowve valuesto compute

optimum cost for multi plying all matrix
chains of size 3.

* Thensize4..Uptosizen.
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Algorithm
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n — length[p] — 1
fori—1ton
dp m[i,i]1<0
for / — 2ton
do for/i — Lton—1[+1
do j—i+1-1
m ,]] — o0
fof k — ito j— 1
do g — mli, k] + mlk + 1, /] + pio1pi;
if g < mli, j]
then m[i, j]l — g
s[z‘,j]}«—k

1
2
3
4
5
6
7
8

return m» and s
Best k for optimum
of the sequencei-j LECT-16, 5-11
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malrix  dimension e
30 = 33
35x 15
155
5= 10
10 = 20
20 x 25
LG5 el
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Constructing the Optimal Solution

MATRIX-CHAIN-MULTIPLY (A4, 5, £, f)

1 ifj>i

2 then X «— MATRIX-CHAIN-MULTIPLY (4,5, i, 5[4, j])

3 Y — MATRIX-CHAIN-MULTIPLY (A, 5, s[[, 71+ 1, /)
4 return MATRIX-MULTIPLY(X, V)

5 else return A;

In the example of Figure 16.1, the call MATRIX-CHAIN-MULTIPLY (A4, 5,
1, 6) computes the matrix-chain product according to the parenthesization

((A1(A243))((A4As) Ag)) - (16.3)
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Complexity of Algorithm

MATRrIX-CHAIN-ORDER(p)

1 n«lengthip] -1
2 fori—1ton

Cde m[i,i] =0
fot [ —2ton
do forfi — Lton—1+1
do_]W—[—]——l

mlf, j] — o<
fofk—itoj—1
do g — mli,k]+mik+1,jl+ bi1Di;
10 if ¢ < mli, j]
11 then m[i, j] — ¢
12 sfi, jl < k
13 return m and s

Best k for optimum division
of the sequence i-j

Runningtime?
Spa®?
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Example:
Optimal Polygon
Triangulation
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Polygon Triangulation

*  Wearegiven a onvex polygonP=<v,,v,,...vV ;>
and aweight functionw defined ontrianges
formed by sides and chords of P. The problem is
to find a triangu ation that minimizes the sum of
the weights of the trianglesin the trianguation.

v1 V2 v1

;,,.v2

\U( \Z(

v6 v6

vb
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Observations

e Optimum substructure:
*  Overlapping subproblems:
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Dynamic programming Solution

For all degenerated pdygon d size2, <v,,, v;> cost
= zero.

For all palygors of size 3the wstis

For all palygors of size 4 or moretry al division
point k and pck the best:
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Example:
Knap/ Sadk Problem

20
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1/0 Knapsack Problem

Y ou have ashoppng bag (knapsack) with capadty
C Ib. There aenitemsin a super market. Each
item has avalue p, and weight w;. Which of the n
items will you pgck to maximize your profit?
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Observations

Optimum substructure: If asolutionis optimum for
alarge profit Pwith weight W items, each of the
smaller subsolutions with profit P-c; and weight W-
w; are also optimum.

Overlapping Subproblems: An optimum solution
with smaller subset of objectsin abag can be part
of alarge number of superproblems.

allls
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Problem Formulation

Objective isto maximize

subject to constraints:

Select the 0/1 values for x’s.
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Solution

Let f(i,y) dencte the profit value of an optimal
solution with remaining capacity y and
remaining ohectsi,i+1, ....n.

When, there isonly the last object (terminating
condtion):

Otherwise (recursion):
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Recursive Solution

F(i.y)

{ if(i=n) return (y<w[n]?
0:p[n];
if(y<wl[i]) return f(i+1,y);
return
max(F(i+1,y),F(i+1,y-
w(iD)+pli]);

Complexity?
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Dynamic Prog. Solution

Matrix f[i][y], wil| store the best profit value for all
remaining capacity y smaller than C, for remaining
objects.

A battom up approach, first computes f(n,*). For all
y lessthat w,, it is zero. For all y betweenw, and C
itisW,. (terminating condtion)

Now compute f(i,*) in the order i=n-1, n-2....2.
(use the recursion condtion).

Complexity: O(nc).
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