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We've all heard that a million monkeys banging on a million typewriters will 
eventually reproduce the entire works of Shakespeare. Now, thanks to the 
Internet, we know this is not true.

    --Robert Wilensky



  

What's in the Web?

● Highly structured HTML
● Fully general natural language contained within 

the HTML
● HTML with embedded images
● Most important, link structure which is a 
directed graph over all the Web pages, with 
labels on the links (the text of the anchors).



  

Information Retrieval 

Goal: Given a query of several key words, find the most 
similar document which contains these key words.

Method: Treat the query and all the documents as vectors in 
a vector space. The dimension of this vector space is the 
number of all possible key words. If the query vector is Vq, 
and the ith document's vector is Vdi, we want to take the 
document which yields the largest Vq'•Vdi.



  

Problem About Information Retrieval

The document has the largest “similarity” may not 
be the most relevant document we are looking for.

Example: The query “Bill Clinton” may return a 
webpage of “Bill Clinton sucks”, with his name 
appears repeatedly, instead of his biography at 
the White House webpage.   



  

Google's solution: PageRank 

Main idea: Rank all the webpages on the Web by 
their importance or quality, and return the 
webpage in the order of this rank.

PR(A) = (1-d) + d(PR(T1)/C(T1) + ... + PR(Tn)/C(Tn))

PR(A) can be calculated using a simple iterative 
algorithm. 



  



  

High Level Google Architecture



  

An example 



  

Another Ranking Family: HITS

Hypertext Induced Topic Selection is a link 
analysis algorithm which rates webpages for their 
authority values and hub values.

Hubs            Authorities

a(p) := sum of h(q), for all q pointing to p

h(q) := sum of a(p), for all p pointed by q 



  

Some Other Ranking Algorithms 

In standard PageRank, all edges are considered the 
same.
1. In ObjectRank, Intelligent Surfer and XRank, the 
random walk favors nodes containing query keywords in 
a fixed, arbitrary manner.
2. In topic-sensitive Pagerank, the random walk 
preferentially moves to webpages on a specified topic.
3. In personalized Pagerank, the random walk 
preferentially moves to pages visited by the user in the 
past.



  

Problems about current algorithms 
and this paper's contribution

1. Current algorithms do not model network connections 
or relations between entities. So this paper associated 
the edges with a few types.

2. Current algorithms only find the stationary distribution 
of a reasonable but arbitrary Markov walk over a network, 
do not learn from relevance feedback. So this paper 
estimate the transition probability on each edge 
separately and learn the probability from relevance 
feedback. 



  

Partial order “≺”

We need to learn the vector w∈Rd, Given a 
partial order ≺ involving some of the entities. If 
u≺v, we want w'x

u
≤w'x

v. 
The partial order is set 

arbitrary by the user, because the user always 
has one or few favorite communities.



  

Scoring feature vectors

A max-margin search for w introduces a set of 
slack variables s*

ij
 ≥ 0 and we need to solve the 

quadratic optimization

Note that if w'x
j
 ≥ 1 + w'x

i
 then i ≺ j is satisfied. And no graphical 

connection is modeled between any x
i
 and x

j
, they remain independent 

feature vectors.



  

PageRank and Teleport optimization

C is a |v| X |v| transition matrix which is designed as:

There are two design variables. α is the probability of walking to a 
neighbor instead of jumping to a random node; r is the teleport or 
personalization vector.

Given teleport vector r∈R|v|, the Pagerank vector satisfies



  

Hard Constraint and Soft Constrint 

Hard constraint:

Soft constraint:



  

Tuning edge weights

Any edge e with type t(e) has a strictly positive 
weight β(t(e)) > 0, a nonexistent edge has weight 
zero. The modified Pagerank transition matrix is

Note that we are looking for β such that the p that solves p = Cp also satisfies ≺, 
now we are facing quadratic equality constraints, which is difficult to solve.



  

Primal formulation
We add a special dummy node d, and directed 
edges (v,d) and (d,v) for all v ∈ V. The augmented 
graph is called G' = (V', E')



  

Constraint inclusion heuristic



  

Experiment results



  

Learning Edge Conductances

The conductance matrix C used in UnweightedPagerank is 
modified to reflect edge weights, as follows:

Note that C is a function of β, and we seek a set of βs such the p solves 
p = Cp and p satisfies ≺.



  

Iterative approximation to ∂p
u
/∂β(t)

Because we are searching for β(t)s, we need to find the 
gradient of loss(pu-pv) w.r.t. β(t) for each type t. Let g(u,t) 
be an approximation to ∂p

u
/∂β(t)



  

Experiment : Generating realistic 
typed graphs

Generating a synthetic graph through a single call to RMAT 
and then randomly assigning types and weights would lead to 
very unrealistic graphs. We want to generate natural graphs 
with typed nodes and edges, such as DBLP or CiteSeer 
citation graphs 

RMAT was called with a 
single set of 10000 paper 
nodes and 86382 citation 
links between them

RMAT created another 
set of 10000 author 
nodes, and connected 
papers and authors 
with 26280 edges.

Connected papers 
to 1000 venue 
nodes using 
15930 edges



  

Generating ≺ using hidden edge 
weights 

The default weights are assigned as
paper-author : 6, 10
paper-paper: 20
paper-venue: 1, 4

These weights are “hidden” to the search engine. 
We will see in the results that the approximate 
gradient-descent is very effective at recovering 
the hidden parameters that led to ≺ , in terms of 
both accuracy and speed.



  

Results



  

Conclusions
The study targeted at learning the parameters of Markovian 
walks in graphs to satisfy pairwise preference constraints 
between nodes.

Two learning problems in this framework are presented:

1. The preferences hint at one or more favored  communities 
that the learning algorithm must discover. A maximum 
entropy flow estimation algorithm for this setting was 
proposed.
2. Edges have types that determine their conductance, and 
the learner must estimate these weights. An approximate 
gradient-descent algorithm for this setting was proposed.
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Questions?


