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Introduction
The goal of sequence alignment is to find 
similarity between the different strings of 
genetic information. 

similar characters similar structure 
similar function

In addition to functional similarity (finding 
what a gene does by comparing it to genes 
with known function), alignment can create 
models for ancestral relationships, or aid in 
drug discovery.
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Fig. 1. Proteins with three non-intersecting 
local alignments.
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Fig. 3. A high-level view of the ASC model. 
The MASC model includes more than one 
instruction stream.

Future Work – Conclusions
This work is the foundation for additional 
work that includes:

• Extending algorithm from ASC MASC
• Pairwise alignment with multiple local 
(non-intersecting) alignments 
• Multiple sequence alignment (aligning 
three or more sequences)
• Achieve better timings, practical use by 
migrating to physical architectures

•The MIMD-SIMD cluster 
•The “SIMD on a board” WorldScape
PCI board

The goal of this work is to provide fast, 
accurate, more detailed alignments that aid 
in the bioinformatics field for those using 
sequence alignment.
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Fig. 6. WorldScape Dual 64 PCI SIMD Board 
with 50 GFLOPS performance.

Parallel Models
The goals were to create a fast local 
sequence alignment algorithm that 
produces more information:

•Returning the top k-ranked, non-
intersecting local alignments from a 
single run
•Finds all k-ranked local alignments in 
the same time it takes to find one

The ASsociative (ASC) and Multiple 
ASsociative Computing (MASC) models2

are SIMDs with an associative property 
and some additional hardware features. 

ASC and MASC features:
•Fast processing
•Constant time search and respond 
operations
•Constant time global reduction 
operations, i.e. retrieving the minimum / 
maximum value among processing 
elements (PEs) 
•A base of existing algorithms3 that can 
be adapted
•An existing programming language and 
emulator
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Algorithm Adaptation
The examples use the following weights:
Gap Insert: 3 Gap Extend: 0
d(S1i, S2j) = 10 when S1i = S2j

d(S1i, S2j) = 10 when S1i ≠ S2j

The following image is a partial mapping of 
the DP table to the ASC model.
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Fig. 4. Smith-Waterman dynamic programming 
table showing the dependency free anti-
diagonal that the ASC algorithm executes in 
parallel.

Fig. 5. Mapping the adapted Smith-Waterman 
algorithm onto the ASC model. This shows 
select PEs with marked responders that have 
“active” status and will be processed in parallel. 
“Inactive” PEs will not be processed in the next 
step.
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Local Sequence Alignment
Sequence alignment is an optimization 
problem, maximizing scores for local, or 
sub-sequence, alignments using given 
weights. The well-known Smith-Waterman 
algorithm1 always finds the highest scoring 
alignment, but is slow because it uses the 
dynamic programming (DP) method. This 
has led to approximation (heuristic) 
algorithms like BLAST, whose alignments 
are fast, but they may not be the “best.”
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Fig. 2. Exponential growth of public sequence 
data means more to align with; the faster an 
alignment, the better.
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