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Abstruct- As the  Internet  is  used to a  greater  extent  in  busi- 
ness,  issues  of  protection  and  privacy will have  more  importance. 
Users  and  organizations  must  have  the  ability  to  control  reads  and 
writes  to  network  accessible  information,  they  must  be  assured  of 
the  integrity  and  confidentiality  of  the  information  accessed  over 
the  net,  and  they  must  have  a  means  to  determine  the security, 
competence,  and  honesty  of  the  commercial  service  providers  with 
which  they  interact.  They  must also be  able  to  pay for purchases 
made  on  the network,  and  they  should  be  free  from  excessive 
monitoring of their  activities.  This  paper  discusses  characteristics 
of the  Internet  that  make  it  difficult to provide  such  assurances 
and  surveys  some  of  the  techniques  that  can  used to protect  users 
of  the  network. 

T 
I. INTRODUCTION 

HE Internet  is  important as a  facilitator of electronic 
commerce.  Its  use  to  conduct  business  between  organiza- 

tions  is  growing  and it is now seen by many as  an  important 
means  to  reach the consumer. With such  commercial use, 
the potential  loss from unauthorized  access and inappropriate 
disclosure, modification, and  retention of information  make 
the implementation of security  and privacy measures  critical. 

Because  attacks  against  security can be perpetrated  at many 
points in the system,  including the user’s computer, the service 
provider’s  system, or at  any  point on the network  between 
the two, security measures are needed throughout the system. 
This paper covers security  measures  applied  to the exchange 
of messages  between  computer  systems. These measures  are 
implemented by computer  systems which must  themselves 
be protected from local compromise.  Methods  for  protecting 
systems from local  compromise  have been discussed  at length 
in the  operating  system  literature [ 11, [2] and are not  covered 
by this paper. 

Firewalls [3] can be used  to protect end  systems  from 
network  attacks by screening  network  packets  destined for 
systems  on  networks protected by the firewall. The firewall 
protects the end  system  against  attacks  on  protocols  and 
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software  that  are blocked by the firewall, but  it does not 
provide protection for applications and protocols  that are 
allowed  to  communicate  through the firewall. Most commerce 
applications  require  communication with outside  systems and 
are thus not directly affected.  A firewall does provide a  line 
of defense  against  outside  compromise of back-end  systems, 
but  because it only  indirectly affects the security of commerce 
protocols,  further  discussion of firewalls is beyond the  scope 
of this paper. 

This paper begins with a discussion of common  security 
requirements  for  conducting  commerce in the physical world 
and  the  characteristics of distributed computer systems  that 
make it difficult to  meet  those  requirements.  Among  these 
requirements  are  confidentiality,  integrity,  authentication,  au- 
thorization, payment,  assurance, and privacy. Technical means 
for  satisfying the confidentiality,  integrity,  authentication, au- 
thorization, and payment  requirements are described. These 
solutions  build upon one another with the basic technology 
that satisfies some  requirements used as  building  blocks  for 
meeting  others. 

Some of the  requirements,  like  assurance  and  privacy, do not 
have purely technical solutions. To meet these  requirements, 
one  must make available the technical means  for  individuals 
and  organizations to act  responsibly and impose  a legal or con- 
tractual obligation to do so. The technical  measures  supporting 
responsible  use are described. 

Though  most of the technology  needed  to provide security 
for  network  commerce  already  exists, use of the technology 
is not widespread. The paper will conclude by discussing  the 
scalability of some of the mechanisms, why the technology 
has not been widely deployed, the need for  infrastructure 
supporting the technology, and the need for  integration with 
network applications. 

11. SECURITY FOR “REAL-WORLD” TRANSACTIONS 

When we conduct  business in the physical world, we 
hold certain beliefs about the privacy and security of the 
information involved. For example, when one gives  a  credit 
card number  to  a travel agent, one expects confidentiality-that 
it will not be disclosed  to  anyone  other than those with  a 
legitimate need to  know,  such as the airlines and the bank. 
Similarly, this situation  requires integrity-that neither  the 
amount of the purchase nor the itinerary will be inappropriately 
altered. 
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Each party  may require authentication of the other- 
assurance  that a party is the one claimed.  When  dealing 
with a business in person,  authentication of the  business to 
the  customer is often  implicit,  based  on  the  place of business 
and  permanence of the  facilities.  For  transactions  where  the 
business  needs  to  know  the  identity of the  customer+.g., 
accepting  a  personal  check or granting  access to medical 
records-authentication  may be based on physical  evidence 
like a photograph on a  driver’s  license,  or  comparison 
of signatures.  When  conducting  business  over  the  phone, 
authentication is often  accomplished by answering  queries 
about  private  information  like  one’s  personal  identification 
code,  social  security  number,  or  mother’s  maiden  name. 

Once the parties  to a transaction  are  known, authoriza- 
tion allows  the party  of whom  the request was  made  to 
determine if the  other party is allowed  to  perform the re- 
quested  action.  Authorization  may  be  based on local  infor- 
mation like a list of legitimate  users of a  service, or  may 
be obtained by checking  with  a  third party (e.g.,  credit  card 
authorization, or a  security  guard  calling  someone  before 
allowing  entry  to a building).  Just  as  the  party  providing 
a service  wants  to know that  the  requester is authorized, 
the  requester  might  require assurance that a service  provider 
is competent  and  worthy of trust.  Such  assurances usually 
take  the  form of business  licenses,  endorsements,  and  surety 
bonds. 

For  some  business  transactions  we  want privacy of the 
transaction  details.  For  example, an organization  conducting 
research  might  purchase  information  on  the  network, but might 
not want  competitors to learn  what  has been purchased.  Ide- 
ally,  information  would  be  maintained only for  the  purposes of 
providing  the  service and for  billing,  and  detailed  information 
about  the  transactions would remain  private. 

Our  beliefs  about  the  security of transactions in the physical 
world  are  based  on our  assumptions  about  the  infrastructure we 
use  to  conduct  them.  For  the  typical  transaction, we take  for 
granted that that our  telephone  lines  are  not  tapped,  we  expect 
to  detect  changes  to and forgeries of physical  documents, 
and we trust the  service  providers that we  deal with face 
to  face.  These  assumptions  hold  because  the benefit to an 
attacker of compromising  routine  transactions is often  small 
compared to the  effort  required  and  the  risk of being  caught. 
For  more  critical  transactions,  additional  security  measures 
must  be  taken,  often  similar  to  those that we  describe in this 
paper  for use on  computer  networks. 

111. THE SECURITY OF COMPUTER NETWORKS 

In 1983 Voydock and  Kent  described  attacks that occur  on 
computer  networks,  and  surveyed  countermeasures [4]. These 
threats  include  eavesdropping,  modification of messages,  im- 
personation, traffic analysis,  and  denial of service.  The nature 
of computer  networks  makes  many of these  attacks  trivial. In 
particular,  when  a  message  is  sent  across  a  computer  network, 
it  passes  through  many  computer  systems,  including  systems 
of other  network  users. The broadcast  nature of many  network 
links  makes it even  easier  for  others  to  eavesdrop  on  network 
communications. 

As  use of the  network  for  commerce  grows,  business will 
be conducted  more  frequently  between  parties that  have never 
met one  another.  This  reduces  the  customer’s  confidence in 
the legitimacy of  the merchant,  and  makes it harder  for  the 
merchant  to verify  the customer’s  identity.  Also,  information 
sent  over  computer  networks  can be quickly  scanned by 
programs  looking  for  sensitive  information  like  passwords 
and  credit  card  numbers.  Further,  electronic  documents  are 
easily  copied,  and  a  copy is identical to the  original.  Finally, 
modifications to electronic  documents  cannot be detected 
unless the  document  is  electronically  signed. 

IV.  PROTECTING  ELECTRONIC  COMMERCE 

Electronic  commerce  and  communication  on  the  Internet re- 
quire  the  same  protections we expect in traditional  commerce, 
but  the means  employed  to  provide  the  protections  are  often 
different. 

A.  Conjdentiality,  Integrity,  and the Use of Cvptography 

The best way to  protect  the  confidentiality of data  accessed 
though computer  networks  is  with  encryption.  Encryption is a 
transformation of data that varies based  on a secret  parameter 
called an encryption  key.  Using  symmetric (or convenrional) 
cryptosystems  like the Data  Encryption  Standard (DES) [ 5 ] ,  
triple-DES,  and  IDEA,  data  transformed  (or encqpted)  using 
an encryption key is scrambled in such a way that it can  only 
be  unscrambled (or decrypted) by a  similar  transformation 
using the  same  encryption  key.  The  scrambled  data is called 
ciphertext, and the original  or  subsequently  unscrambled  data 
is called plaintext. When  the  sender  and  receiver  share an en- 
cryption key known  only  to  them,  data can be  encrypted  before 
transmission,  and  decrypted  after  transmission,  protecting  the 
data from disclosure  to  eavesdroppers. 

Besides  protecting  the  confidentiality of data,  encryption 
also  protects  data  integrity.  Because  knowledge of  the encryp- 
tion  key is  required  to  produce  ciphertext that will yield a 
predictable  value when decrypted, modification  of  the data by 
someone  who  does not know  the key can  be  detected by at- 
taching  a  checksum to the  data  before  encryption and requiring 
that the receiver verify the  checksum  after  decryption. 

When  using  symmetric  cryptosystems,  both the  party en- 
crypting the data and the  party  decrypting  the  data  must  share 
the  same  encryption  key.  This  means that a user needs a 
different  key for every  other  user  or  service  provider  with 
which  it exchanges  information or messages,  and  each  service 
provider  would  have  to  maintain a key for  every  potential 
customer.  This  limitation  can  be  addressed in two  ways: 
through  the use  of asymmetric (or public  key) cryptography, 
or by using  a  mutually  trusted  intermediary to generate  a new 
encryption key which  is  distributed  to both parties. 

In asymmetric  cryptography,  encryption  and  decryption  are 
performed  using  a pair  of keys  such that knowledge of one key 
does not provide  knowledge of the  other key in the pair [6]. 
One  key,  called  the public  key is published,  and the other  key, 
called the private  key, is  kept  private. The principal  advantage 
of asymmetric  cryptography is that secrecy  is not needed  for 
the  public  key,  meaning  that  only a single key pair  needs  to  be 
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generated  for  each  user  or  service  provider, and dissemination 
of the  keys  is  easier. 

The  principal  disadvantage of asymmetric  cryptography 
is its performance.  Existing  asymmetric  cryptosystems  are 
significantly  slower than their  symmetric  counterparts. With 
common key sizes of 5 12 to  1024  bits,  encryption of a  single 
block with a  private key using  the  RSA  algorithm [7] can take 
on the  order of 10th of a  second  or  longer  to  complete on 
computers in common  use  today.  The  public key operation 
using  the  Digital  Signature  Algorithm (DSA) [SI has  similar 
performance. 

Because of the  performance  issues,  asymmetric  cryptogra- 
phy is  rarely used in isolation.  Instead, it is used to  encrypt 
a  symmetric  encryption key and checksum,  which  are in 
turn used to  protect  the  actual  data.  This  technique  is used 
in systems  that  protect  electronic  mail,  including  Privacy 
Enhanced  Mail (PEM) [9], Pretty Good Privacy (PGP) [lo], 
and in secure  versions of protocols  for  the World Wide Web 
including  Secure  HTTP  (SHTTP) [ l l ]  and Secure  Sockets 
Layer (SSL) [ 121. 

While  using  asymmetric  cryptography in this  manner  re- 
duces  the  cost of encrypting  large  messages and documents, at 
least  one  encryption  operation  using an asymmetric  algorithm 
is  required  for  each  signed document and for  the  exchange of 
a symmetric key between  any new pair of users.  For  some 
applications,  particularly  transaction  processing  applications 
that  handle many operations  per  second on behalf of different 
clients, the transaction  rate  precludes  the use of asymmetric 
encryption.  Asymmetric  encryption  is well suited  for  use in 
store and forward  applications  such as electronic mail and 
information  dissemination  applications  where  documents  can 
be  signed  before  they  are  stored  (e.g., many web  documents). 

When  using  asymmetric  cryptography  to  exchange  sym- 
metric  encryption  keys  or  to  sign  checksums, each party 
must know the  other  party’s  public  key a priori, or  rely 
on a trusted  third  party  to  certify  the  other  user’s  public 
key.  Without a trusted  third  party it becomes possible  for 
an  attacker  to  replace  the  public key of a participant with 
a different key for which the  corresponding  private key is 
known by the  attacker.  This  allows the attacker  to  decrypt 
messages  encrypted using the  fictitious key and  generate 
messages  signed by the  key.  Similarly, when using purely 
symmetric  cryptography,  a  trusted third party intermediary 
with  whom  both  parties  share an encryption key can  generate 
and  distribute  a new key,  called  a  session  key,  to be used 
between  parties  that  do not share  a key directly.  The  use 
of such  third  parties  for  the  exchange  and  certification of 
encryption  keys  is  closely  tied  to  authentication. 

B. Authentication 

Network  service  providers  require  the  ability  to  identify 
the  user  making a request  accurately. In traditional  systems, 
the  user’s  identity  is  verified by checking  a  password  typed 
during  login;  the  system  records  the  identity and uses  it  to 
determine  what  operations may be  performed.  Password-based 
authentication  is  not  suitable  for  use on computer  networks. 
Passwords  sent  across  the  network can be intercepted  and 

1. as-req: c ,  v, tim&xp, n 
2. as-rep: [Kc,, v, timhXp, n, ... )Kc, ( T G ~ J K ~  

4. ap-rep: [ t ~ ) & . ~  (optional) 
3. ap-req: (ts,ck, Ksub-ion, ... )Kc.. (Tc.v)Kv 

Tc,v = Kc,”, C, t i m e e x p  ... 

Fig. 1. Basic Kerberos  authentication  protocol (simplified). 

subsequently used by eavesdroppers  to  impersonate  the  user. 
While  this  vulnerability  has  long  been  known, it was recently 
demonstrated  dramatically  with  the  discovery of planted  pass- 
word collecting  programs at critical  points on the  Internet [ 131. 

To address  this  problem,  one  uses an authentication  protocol 
to  prove  knowledge of a  password,  without  actually  sending 
the  password  across  the  network.  This  can be accomplished by 
using  an  encryption key  in place of a  password and proving 
knowledge of the  encryption  key.  Because  knowledge of the 
encryption key is required  to  produce  ciphertext  that will 
yield a  predictable  value  when  decrypted,  knowledge of the 
encryption key can  be  demonstrated by encrypting  a  known, 
but  nonrepeating  value,  and  sending  the  encrypted  value  to 
the  party  verifying  the  authentication. As was the case with 
encryption  for  confidentiality  and  integrity,  unless  each  party 
knows  the  other  party’s key a priori, a  trusted  third  party  is 
required  to  certify  or  distribute the keys. 

Such an authentication  and key distribution  protocol  was 
described by Needham  and  Schroeder in 1978 [ 141. The 
Kerberos  system 1151 is  based in part on the symmetric 
version of the  Needham  and  Schroeder  authentication  protocol, 
with  changes  that  reduce  the  number of messages  needed  for 
basic  authentication  and  the  addition of facility  for  subsequent 
authentication  without  re-entry of the  user’s  password. 

The  Kerberos  protocol  is  shown in Fig. 1. When a  client (C) 
wishes  to  communicate with a  service  provider  (the verifier, 
V) it contacts  the  Kerberos  authentication  server (AS), sending 
its own name,  the  name of the  server  to be contacted, and 
additional  information (1).  The Kerberos  server  randomly 
generates a session key (Kc,?>) and  returns  it  to  the  client 
encrypted in the key derived  from  the  user’s  password (Kc)  
and registered in advance  with the Kerberos  server  (2).  The 
encrypted  session key is  returned  together  with a ticket (Tc,u) 
that  contains  the  name of the  client and the  session  key, all 
encrypted in the  service  provider’s key (Kv). 

The  session key and ticket  received  from  the  Kerberos 
server  are  valid  until time,,, and are  cached by the  client, 
reducing  the  number of requests  to  the  Kerberos  server. 
Additionally,  the  user’s  secret key is  only  needed when 
initially logging in. Instead of using  the  user’s  secret  key, 
subsequent  requests  during  the  same  login  session  use  the 
session key returned by the  Kerberos  server in response  to 
the  initial  request. 
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To prove  its  identity to a  service  provider,  the  client  for- 
wards  the  ticket  together  with  a  timestamp  encrypted in the 
session key from  the  ticket (3). The service  provider  decrypts 
the  ticket  and  uses the session  key  contained  therein to 
decrypt the timestamp. If the  timestamp  is  recent,  the  server 
knows that the  message  was  sent by someone  who knew the 
session  key.  Since  the  session  key  was  only  issued  to  the  user 
named  in  the  ticket,  this  authenticates the client. If the client 
requires  authentication  from  the  server, the server  extracts  the 
timestamp,  re-encrypts it using  the  session key and  returns it 
to  the  client (4). 

It is important  to  note that users  and  service  providers 
only  have  to  register  encryption  keys  in  advance  with  the 
Kerberos  scrver  itself,  and  not  with  each  party  with  which 
they will eventually  communicate.  The  Kerberos  server,  as  a 
trusted  intermediary,  generates  a  session  key  when  needed, 
distributes it to the  client,  and  places it in  the  ticket  where it 
can  be  subsequently  recovered  by  the  service  provider.  This 
session key can  then be used  directly by the  client  and  the 
service  provider for encrypted  communication  as  described in 
the  previous  paragraphs. 

The Kerberos  authentication  protocol is based on symmet- 
ric  cryptography,  but  authentication  (and key distribution) 
can  also  be  accomplished  using  asymmetric  cryptography. 
Asymmetric  cryptography  has  several  advantages  over  sym- 
metric  cryptography when used  for  authentication.  These  in- 
clude  more  natural  support  for  authentication  to  multiple 
recipients,  better  support for nonrepudiation  (repudiation is a 
party’s  denial of having  sent  a  message),  and  the  elimination 
of secret  encryption  keys  from  the  central  authentication 
server. 

As commonly  implemented  with  asymmetric  cryptography, 
the trusted intermediary  is  called  a  certification  authority (or 
CA) and resides  off-line  since it need not be  contacted at the 
time  authentication  occurs.  Instead,  the CA digitally  signs  a 
“certificate”  binding  the  name of a  client  or  server  to  a  public 
key.  This  certificate  can  be  presented by the  client  during 
authentication, or it can  be  stored  in  a  directory  service  and 
retrieved on demand  by  the verifier. 

Running the CA off-line  improves  the  security of the  system 
since  a  compromise of  the CA would  be  devastating, and since 
it is easier to protect  a  system  that  is not directly  connected 
to  the  network.  But, when run  off-line,  certifications  must  last 
for  an extended  period, usually on the  order of years,  making 
recovery  from  compromised  user  keys  more difficult. This 
“revocation”  problem is often  addressed  by  re-introducing  a 
trusted  on-line  authority  that is consulted in conjunction  with 
the  credentials  issued by the  off-line  CA,  diminishing, but not 
eliminating,  the  advantages of using an off-line  authority. 

As discussed in Section IV-A, the  principal  disadvantage 
of asymmetric  cryptography is its  performance.  This  problem 
is usually addressed  by  using  hybrid  protocols that combine 
symmetric  and  asymmetric  encryption. 

Encryption  and  authentication  technology  has  been  available 
for years,  yet  our  networks  are still not  secure. This is because 
widespread  deployment of these  technologies  requires  deploy- 
ment of infrastructure  supporting  them (i.e., the trusted third 
party  authentication  servers  and  CA’s) and integration of the 

technologies  with  applications.  Infrastructure  and  integration 
are  described in Section VI. 

C. Authorization 

Though  an  important  security  service,  authentication  is 
only  the  means  to  determine  who the user  is, so that  a 
decision  can  be  made  about  what  the  user  is  allowed to do. 
Authorization  is the process of deciding  whether  the  user 
is  allowed to perform  a  particular  operation.  Authorization 
in existing  systems is usually  based on information  local  to 
the  server.  This  information  is  present  in  access  control  lists 
associated  with files or  directories, files listing  individuals 
authorized  to  login  to an account  (e.g.,  .rhosts, or .k5login 
files),  and  sometimes files read over  the  network. 

There  are  several  efforts  underway  to  develop  distributed 
authorization  services  that  support the maintenance of autho- 
rization  information,  such  as  group  membership and access 
control  lists,  separate  from  the  services that use them [16], 
[ 171. These  approaches use certificates  signed by  an authoriza- 
tion service to assert  information  such as  group  membership, 
or  the  authority  to  perform  a  specific  operation. Upon receiving 
such  a  certificate,  a  service  provider verifies the  signature of 
the  authorization  server,  and  checks  to  make  sure  the  rights 
conveyed by the  certificate  allow the operation  requested by 
the  user.  Implementation of the  signed  authorization  certifi- 
cates  depends on  the integrity and authentication  services 
described  earlier. 

Distributed  authorization  services will  be critical for  elec- 
tronic  commerce.  Such  services  provide  better  management of 
authorization  information  and  support  the  sharing of autho- 
rization  information  across  computers  and  applications.  For 
example,  service  providers  may  make  a  service  available  to 
members of particular  groups. Without a  distributed  authoriza- 
tion service,  each  service  provider would have  to  maintain  its 
own list of group  members  and  adding  or  deleting  a  member 
from  a  group would require an update  to all service  providers. 

D. Payment 

Money is of critical importance in traditional  commerce, 
and the same is true for  electronic  commerce.  Widespread 
commercial use  of  the Internet will require  secure  payment 
services.  Recently  proposed,  announced,  and  implemented 
Internet  payment  mechanisms  can be grouped  into  three  broad 
classes:  electronic  currency  systems,  credit-debit  systems,  and 
systems  supporting  secure  presentation of credit  card  numbers. 

In electronic  currency  systems like Chaum’s  DigiCash  sys- 
tem [ 181 and  USC-ISI’s  NetCash  system [ 191, both  of which 
are  undergoing  noncommercial trials on the Internet,  cus- 
tomers  purchase  electronic  currency  certificates from a  cur- 
rency  server, paying for  the  certificates  through an account 
established with the  currency  server  in  advance or through 
other  forms of payment.  Once  issued,  the  electronic  currency 
represents  value,  and may be  spent with merchants who deposit 
the  certificates in their own accounts ur spend the currency 
elsewhere. The principal  advantage of electronic  currency is 
its potential for  anonymity.  The  principal  disadvantage of 
electronic  currency  mechanisms  is the  need to  maintain  a  large 
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database of past  transactions  to  prevent  double  spending  (the 
use of indistinguishable  copies of currency). 

In payment  mechanisms  based  on the credit-debit  model, 
including CMU’s NetBill 1201, First  Virtual’s  Internet  payment 
system  [21],  and  USC-ISI’s Netcheque system  [22],  customers 
maintain  accounts on a  payment  server  and  authorize  charges 
against  those  accounts.  Payment  services  supporting  the  credit- 
debit model  rely on authorization  services  like  those  described 
in the  previous  section:  NetBill  uses  Kerberos  directly,  while 
the  NetCheque  system is layered  over a proxy-based  autho- 
rization  service  based on Kerberos. An important  advantage 
of NetBill  and  NetCheque  are  their low transaction  cost.  This 
is  critical if such  systems  are to support  small  payments  (called 
rnicropayrnents) on  the  order of pennies  that  one  is likely to 
see as payments for  database  queries and royalties  for  access 
to  individual  documents. 

Secure  credit  card  transactions  constitute  the third class 
of network  payment  services.  This  model is used in the 
initial  system  offered by CyberCash.  and it is the model 
used  today  by NetScape  and  most  secure  variants of Mosaic. 
When using this  model  for  payment,  the  customer’s  credit  card 
number is encrypted using a key distributed  using  asymmetric 
cryptography so that it can only  be read  by the  merchant, or in 
some  approaches by a third party  payment  processing  service. 
The biggest  advantage of this  approach is that  the  customer 
does not need  to  be  registered  with a network  payment  service; 
all that is  needed is a  credit  card  number. This provides 
a  much  larger  customer  base  for  merchants  accepting  this 
method of payment.  Encryption  using  this  approach  prevents 
an eavesdropper  from  intercepting  the  customer’s  credit  card 
number.  It is important to note,  however,  that  without  advance 
registration of customers,  the  encrypted  credit  card  transaction 
does not constitute  a  signature;  anyone  with  knowledge of the 
customer’s  credit  card  number  can  create an order  for  payment, 
just  as they can  fraudulently  place  an  order  over  the  telephone. 
Because of the  cost of clearing  credit  card  payments  through 
the  existing  financial  infrastructure, this model of payment is 
not  suited  for  micropayments  where the transaction  cost  would 
be many times  the  payment  amount. 

V.  NONTECHNICAL SOLUTIONS 

Constraints on the use of a  system fall into  two  categories: 
1) clearly  defined  access  controls that must  be  enforced  by 
strong security services,  and  2)  customary  practices  that all 
users  are  expected  to  follow,  but that cannot  be  enforced 
without  knowledge of the  intent of an action  (e.g., does an 
action  constitute  personal or commercial  use, is a  message 
advertising or informational,  etc.). The first kind  of constraints 
are  enforced by the  security  services  already  described. The 
second can be  addressed by establishing  a  framework  for 
services in which  accepted  behavior is automatic.  While it 
may still be  possible  for  users  and  businesses  to  violate  such 
constraints,  doing so will demonstrate  willful  intent and  may 
be  dealt  with by the  judicial  system. 

A. Assurance 

As the conduct of electronic  commerce  increasingly  occurs 
between  parties  that  have  no  pre-existing  relationships  with 

one  another,  customers will  have a harder  time  assessing 
the  character  and  competence of service  providers. In  the 
“real  world”  customers  may rely on licensing,  endorsements, 
liability  insurance  and  surety  bonding  to  compensate  for 
such  lack of confidence.  For  example, in the United States, 
the  Better  Business  Bureau  provides  information  about  local 
businesses  to  offer  customers  assurance that the business 
is reputable. In computer  systems,  such  assurances  can  be 
represented  as  electronic  certificates  digitally  signed by a 
licensing  authority,  endorser,  or  insurance  provider.  Such 
assurance  credentials would  be  granted  to  a  service  provider 
after it meets  the  requirements  set by the  organization  issuing 
the  credentials [ 2 3 ] .  

These  assurance  credentials  can  be  implemented in a  manncr 
similar  to  the way authorization  credentials  are  implemented, 
except  that it is the customer that verifies the  credentials 
of  the service  provider.  Though  there  are no technical  safe- 
guards  ensuring that a  service  provider in possession of such 
assurance  credentials  acts in a safe  and  honest  manner,  the 
service  provider has a  contractual and legal obligation  to do 
so, and  depending on the  level of assurance  conferred by the 
credential,  the  service  provider may be  subject to periodic 
inspection by the  assurance  provider.  Repeated  complaints by 
customers can result in the loss of certification. 

B. Intellectual Property  Protection 

There is a  large  collection of information  owned by pub- 
lishers  and  information  providers that is not yet accessible on 
the  network.  Information  providers  are  concerned  that  once 
they  make  information  available  electronically,  copies will 
propagate  and they  will lose  the  ability  to  collect  royalties. 
Though  some  have  proposed  elaborate  technical  mechanisms 
to prevent  illegitimate  copying,  it  is  our view that  such 
attempts  are  bound  to  fail  (consider  the  failure of software 
copy-protection  mechanisms). A better approach is to  make it 
easy for users to follow  copyright  law, with  royalty payments 
occurring  automatically,  and  to  resort  to  the  legal  system when 
users choose  to  violate  the  law.  Evasion of the  payment of 
royalties,  though not technically difficult, would  require willful 
action,  demonstrating  intent. 

The Corporation for National  Research  Initiatives  has an 
effort  underway  to  support  the  registration of documents  for 
copyright  protection,  and to provide  a  service  for  clearing 
royalty  payments  for  access  to such documents.  One way to 
make it easy  for  users  to  follow  copyright law is to  attach 
such a copyright  clearance  tag to each  document,  and  to 
propagate  the  tag with copies of the  document.  Access  to  the 
document  would be through  applications  that  interpret  the  tag 
and  automatically pay  the fee,  or ask  the  user if they really 
want to  retrieve the document. 

While  such  voluntary  compliance  is  the  only  practical 
solution to controlling  the  copying of copyrighted  materials on 
end  systems,  information  services  could  enforce  the  payment 
of royalties  during  retrieval.  Such  servers would track  and 
aggregate  payments  and  periodically  submit  payment  to  the 
copyright  clearance  center  with an accounting of  the clearance 
codes  and  the  amount  to be credited  to  each. 
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C. Privacy  and  Audit 

A great  deal  can  be  learned  about an individual  from 
transaction  records,  especially  those  pertaining  to  the  queries 
made by a  user or  the  documents  read.  While  there  are  often 
legitimate  reasons  to track access  to  particular  resources, it is 
also  often  appropriate  to  protect  from  disclosure  information 
about what a  user  is  reading, or the  purchases that have  been 
made.  For  example, an organization  conducting  research  does 
not want its competitors to learn  which  publications  have  been 
purchased,  since  such  knowledge may divulge  information 
about  the  research. In  any event, it should  be  possible for 
the  user to determine when such  records  are  maintained  and 
to  specify  limits  on  the  detail of the  information  recorded,  and 
its  use. 

While not possible  to  control  what  a  service  does with the 
transaction  details in its possession, by allowing  users  to  tag 
requests with  an indication of the  extent to which  transaction 
details may  be recorded,  excessive  abuse of such  information 
will either  be  reduced or exposed.  Users  wanting  to  assert  their 
privacy rights could  configure  their  system to always  limit 
the  information  that  can  be  collected.  Service  providers  would 
define policies  about how much  detail  they  wish  to  record, 
and  the  minimum  they  insist  on  recording  (e.g.,  information 
required  for  billing). If a  service  insists  on  recording  more 
detail than the  client  allows,  the  client’s  request would be 
denied. 

While  this  approach  cannot  prevent  dishonest  service 
providers  from  recording  such  transaction  details  counter  to 
the  user’s  request,  such use would  make  the  service  provider 
vulnerable  to  legal  action.  Users  will learn how  much  detail 
is reasonable  as  they  experiment  to  determine  the  lowest 
threshold  they  can  set  without  incurring  frequent  interruption 
from  service  denials.  Competition  between  service  providers 
will encourage  less  intrusive  logging by servers. 

VI. DEPLOYMENT 

This  paper  has  described  much of  the technology that is 
needed to support  the  conduct of electronic  commerce on 
the  Internet.  Unfortunately,  though  available in the  labora- 
tory, the technology  has  not  been widely deployed.  Security 
technologies  have  traditionally  been  deployed  within  individ- 
ual organizations. Yet, for use in electronic  commerce,  the 
technologies  must  be  deployed  on  a  network-wide basis. 

Most of the security  mechanisms  described  are  scalable 
in design  and  implementation  but they are  not  scalable in 
isolation;  a  network-wide  security  infrastructure  connecting 
individual  security  servers  needs  to be established,  and  the 
security  mechanisms  need  to  be  integrated  with  applications. 

A. Scalubi1it.y 

For  our  discussion of scalability, we concentrate on the 
scalability of authentication  services.  Scalability of authoriza- 
tion and  payment  services  depends on the  scalability of the 
underlying  authentication  methods. 

A system is said to be scalable when the  addition of users 
and  resources  can be handled  without  a  significant  decrease 
in performance or increase in administrative  complexity. A 

system’s  scale  has  three  components:  numerical,  geographic, 
and administrative [24]. Where  trust is involved, it is the 
administrative  component,  i.e.,  the  number of organizations 
that  are  part of a  system, that is  hardest  to  deal with. 

For use on  a  world-wide  basis, it is not practical  to  require 
all users to  register  with  a  single  authentication  server  or 
certification  authority.  Instead, users will register with au- 
thentication  servers  or  certification  authorities  maintained by 
their own organization. Yet, it must be possible  for  users  from 
one  organization  to  prove  their  identities  to  services in other 
organizations. 

Both symmetric  and  asymmetric  authentication  systems 
support  multiple  registration  authorities  and  these  registration 
authorities  certify  one  another. In Kerberos, the administrative 
locale  over  which  a  particular  server  has  authority  is  called 
a  “realm.” As long as a  “certification  path”  exists  between 
the  principal  trying to prove  its identity and an authority  with 
which  the  verifier has a priori knowledge of  an encryption 
key,  authentication will succeed. 

When  using  asymmetric  cryptography,  the user  can present 
a  chain of certificates  starting  from  a  common  “root”  certi- 
fication authority  whose  public key is known by  all verifiers 
[25].  The first certificate  is  signed by the  root CA and certifies 
the public key of the CA that  signs  the  next  certificate.  Each 
certificate in turn certifies  the  public key  of the CA at  the  next 
lower  level until the final certificate  certifies  the  public key of 
the end  user. The verifier can  check  the  signatures in the  chain 
without  interacting with CA’s, yet each  CA  must be trusted  to 
certify  only  legitimate  keys for registered  users. 

Similarly,  Kerberos  realms  are  organized  hierarchically with 
higher  level  authentication  servers  distributing  keys  for use 
with  lower  level  authentication  servers  along  a path between 
the  client  and  the verifier. With Kerberos,  intermediate  authen- 
tication  servers must  be contacted  whenever  authentication  is 
required with a  server  in  a new realm. This requirement  can  be 
loosened by allowing  authentication  servers  to  cache  encryp- 
tion keys  for  use  between  realms that frequently  communicate. 

B. Infrastructure 

For  authentication  to  work,  authentication  servers  and  cer- 
tification authorities  must  be  established  and  users and service 
providers  must  have  their  encryption  keys  registered. The 
process of establishing  these  registries  has  been slow because 
of liability  and trust issues  associated  with running such 
authorities,  especially  those that certify  other  authorities.  These 
issues  have,  to  date,  hindered  widespread  availability of such 
services. 

Recently, as organizations  have seen  how  profitable such 
certification  services  might  be,  there is renewed  interest in 
resolving  these  issues.  Unfortunately,  though  the profit motive 
will lead  to  more  interest in a  solution, i t  may also  lead to 
competition  instead of cooperation  and  delay  deployment of 
the  infrastructure.  What  is  likely to happen is that there will 
be  several  certifiers,  and  users will have  to register with  each 
certifier  and  decide  which  certifications they trust.  This is 
middle  ground  between  requiring  a  universally  trusted  root of 
a  certification  hierarchy [ 2 5 ] ,  and the model  employed by PGP 
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[lo], a  grass-roots  tool  for  public key encryption. In PGP, users 
certify the encryption  keys of other users, without globally 
trusted certification authorities. 

Because  off-line certification authorities  are  possible when 
using  asymmetric  cryptography,  because secrecy is not re- 
quired for the public key, and  because  knowledge of the 
key presented to the CA for registration does not allow 
impersonation of the user to whom that key is registered, 
issues of liability are  more  easily dealt with in an asymmet- 
ric  system. For this reason, we  expect  that  the certification 
infrastructure  that will be used for registering users and 
connecting  organizations will be based on  assymetric cryp- 
tography.  Extensions  to  Kerberos have been proposed to  use 
the public key infrastructure for initial user authentication and 
to  exchange  inter-realm  keys  between  authentication  servers 
[26] .  For  performance  reasons,  authentication  to  application 
servers using Kerberos may continue to be based  on  symmetric 
cryptography. 

C. Integration 

While  the  lack of a  universally  accepted  infrastructure is 
hindering deployment,  it is not the only problem. Deploy- 
ment  also  requires integration of thcsc sccurity scrviccs with 
applications  and  operating  systems. Security services  can be 
integrated  with  protocols  at  several layers. 

There  are  efforts underway in the Internet  Engineering 
Task Force  (IETF)  to add security services at the IP layer 
[27]. With these  extensions,  computer  systems will be able  to 
authenticate  to one another,  and  communication between the 
systems  can be encrypted.  Integrating security services  at this 
layer  does not provide  authentication of the individual users of 
the system to the remote  service  providers, and thus,  does not 
by itself meet  the  requirements for authentication  (in  support 
of access  control) by many applications.  It  does,  however, 
improve  the confidentiality and integrity of communications by 
applications  running on those  systems,  including  applications 
which  have not been modified to use application level  security 
services. 

Integration of security services  can  also  occur  at the appli- 
cation  layer, and changes at the application  layer  are necessary 
for services  where the operations allowed depend on the 
identity of the user. Integrating security at this layer can be 
cumbersome,  requiring changes to the application protocol 
for  each  application.  The Common Authentication Technology 
Working Group of the  Internet  Engineering Task Force has 
developed the Generic Security Services  Application  Program- 
ming  Interface  (GSS-API) [28]  to  facilitate  the  integration of 
security services  at  the  application  layer.  When using the GSS- 
API,  applications make  calls to  authentication,  confidentiality, 
and integrity services in a  manner that is  independent of the 
underlying security  services. 

Integration of security services  is  easier  for  applications 
that run on  top of remote  procedure call and similar transport 
mechanisms.  When  running  on  top of such protocols, user 
authentication,  confidentiality, and integrity can be provided 
at the transport or session  layers.  Though the application  must 
still be modified to ask the right  questions,  and  to use the 

answers  as  a basis for authorization,  such  changes  to the 
application are  less  intrusive than changes  to the application 
protocol itself. Security services have been integrated at the 
RPC layer for the Open Software  Foundation’s DCE RPC 
[29], and Sun’s ONC RPC [30]. 

Netscape’s Secure  Socket  Layer (SSL) [12]  integrates  se- 
curity  services  at the session  layer  for  applications  that  use 
a socket (TCP style) transport  interface. SSL provides an 
encrypted and integrity-protected  layer over which HTTP and 
other  protocols may be transmitted. It is  important to note 
that SSL provides security for the HTTP connection,  and  thus 
protects the integrity of documents  as they are  transmitted  to 
the user, but it does not protect the integrity of documents 
while stored on the server,  which  would require that the 
document be signed by the author. 

Security for the World Wide Web can  also be provided at  the 
application  layer.  Secure HTTP (SHTTP) [l 11 allows  a web 
browser to  request a digital  signature  for  a retrieved document. 
The digital  signature  is  a  checksum of the document  encrypted 
using the private key of the signator-usually the document’s 
author. The checksum  can be decrypted with the public key of 
the signator and the integrity of the document verified. Links  to 
documents  under SHTTP identify the signator of the document 
whose public key must be used to verify the signature. 

Like SSL, the SHTTP protocol provides for the protected 
transmissions of data in forms sent by the user to the server. 
This is accomplished by encrypting the data stream using 
a key that  is itself sent  encrypted in the public key of the 
HTTP  server,  preventing  eavesdropping. The primary use of 
this  feature is to allow users to safely provide  servers with 
passwords or credit  card  numbers. 

Similar  efforts are underway to  integrate  support  for  pay- 
ment into  information  service protocols. At present, each 
payment system  provides its own method for requesting pay- 
ment from the user and allowing the user to respond. Dif- 
ferent  extensions are used by First Virtual, CyberCash,  Dig- 
iCash, Netcheque, NetBill,  and  others.  OpenMarket  has  de- 
veloped a web server  that  supports  multiple  payment  options 
through a  payment  switch  [31] that runs  on  an  OpenMarket 
server.  Because it runs  on  a system operated by OpenMar- 
ket, new payment  methods are more readily  integrated with 
the payment  switch, while the merchant  interface  remains 
unchanged. 

Most of the methods  for  integrating  payments with the web 
were designed to work with minimal or  no modifications to 
existing web browsers. More efficient integration is  possible 
when changes can be made to the browsers, and the HTTP, 
SHTTP,  and SSL protocols. Discussion between players  is 
underway to ensure  that such extensions are payment-method 
independent so that browsers and servers  are not tied to 
individual  payment  methods. 

VII. UNRESOLVED ISSUES 

Most of the security measures described in this paper depend 
for their security on the  protection from disclosure of the user’s 
encryption  key.  Just as infrastructure  is  required  for  registering 
users and  their  encryption  keys,  integration and hardware 
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support  are  needed  to  allow  users  to  enter  their  keys  securely 
from  the  systems  they use. As  points of connection  to  the 
Internet  become  ubiquitous,  users  will begin to  connect  to  the 
network  from  computers that are  available  in  public  locations. 
If authentication,  authorization,  and  payment  require the user 
to  enter  a  password  or  encryption  key, then the  software at the 
point of connection  might be modified to keep  a  copy of the 
password  and  provide  it to an attacker. 

One-time  passcode  devices  can  be used to address this prob- 
lem.  The user  would  carry  a  device that accepts  a  challenge 
entered by the  user  and  returns  a  passcode that is  to  be used for 
authentication. This  passcode  would  be  used in combination 
with  a  password or encryption key for  authentication.  Because 
the  passcode  would  change on  each use,  an attacker  who 
obtained  a  passcode  from  a  compromised  workstation  would 
not be able  to use it for subsequent  impersonation of  the user. 
However,  once  a  user  has  logged in to  a  compromised  work- 
station, that workstation  could  originate  requests  on behalf  of 
the  user  for  the  duration of the  initial  authentication  period. 

Where  one  time  passcode  devices are not sufficient, the 
user  can  carry  a  smartcard  that  is  connected  to  the  computer 
through  a  smartcard  reader or a  PCMCIA  slot.  The  smartcard is 
hardware  trusted  by  the  user  to  maintain  the  user’s  encryption 
keys  and  sign  messages on behalf of the  user  without  divulging 
the  keys  to  the  computer  device  to  which it is connected. 
When using a  smartcard,  a  compromised  workstation  could 
not itself generate  messages  signed  directly by the  user,  but 
the  workstation  could try to trick  the  smartcard  into  signing 
inappropriate  messages. 

VIII. CONCLUSION 

The Internet  is  being  used  increasingly for  commerce, 
and  with  such use we will encounter  more  attacks on the 
security of the  system  for  monetary  gain.  When  compared  with 
commerce in the  “real  world,”  network  commerce  affords 
reduced  personal  contact. ease of eavesdropping,  the  ability of 
attackers  to  automatically  extract  sensitive  information  from 
messages,  and  easy  copying  and  modification of data. As 
these  weaknesses  are  increasingly  exploited  we will see an 
increased  emphasis  on  the  integration of security  mechanisms 
with  applications  and  network  services. 

Much of the  technology  needed  to  protect  network  systems 
already  exists.  Cryptographic  techniques  can be applied in sup- 
port of authentication,  authorization,  integrity,  confidentiality, 
assurance,  and  payment.  Technology can also  be  applied in 
conjunction  with  legal and contractual  obligations  to  provide 
protection  for  intellectual  property and individual  privacy. 
To be  useful,  however,  the  infrastructure  supporting  these 
technologies  must  be put in place, and the  technology  must 
be  integrated  with  applications  and  protocols  for  electronic 
commerce. 
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