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SMAQ: A Measurement-Based Tool for
Traffic Modeling and Queuing Analysis
Part II: Network Applications
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he Statistical Match and Queuing (SMAQ) tool
can be widely used in solving various system

design issues. First, it can compute the bandwidth require-
ment in a given finite-buffer system, or evaluate the effect
of buffer dimensioning in a fixed-bandwidth system for
transport of certain traffic. This is because the folding algo-
rithm adopted in the SMAQ tool is capable of providing
accurate queue length and loss rate solutions of a finite-
buffer system, whereas most other queueing techniques
have to make infinite-buffer assumption. Second, the
SMAQ tool can obtain the statistical multiplexing perfor-
mance and provide call admission control solutions for
transport of aggregate traffic. This is accomplished through
the measurement-based modeling technique, which can cap-
ture the aggregate statistics of different traffic streams with-
out having the so-called state-space explosion problem as in
nonmeasurement-based modeling [1]. Furthermore, the
SMAQ tool can be applied to the performance analysis of
various priority discarding and congestion control schemes.
This analysis is achieved because our queuing technique
allows both arrival and service processes to be adaptive and
dependent on the present queue length.

One major advantage of measurement-based modeling is
that it provides a mechanism for integration of computer sim-
ulation, theoretical analysis, and experimental testing, which
are the three main vehicles for complex system analyses. For
instance, in the design of a traffic-shaping mechanism at a
network entry point, the key issue is how to evaluate the
effect of traffic shaping on overall network performance
improvement. The major difficulty is the modeling of a
“shaped” source before entering the network. Through the
statistical measurement of “shaped” traces generated by com-
puter simulation from a given traffic source, one can use the
SMAQ tool to build a matched model describing the shaping
characteristics. Such an integrated approach of computer sim-
ulation and stochastic analysis will greatly help network

designers evaluate many complex per-
formance issues. Similarly, one can
build a library of circulant-modulated
Poisson process (CMPP) models
matched to various sources, which can
be used as a traffic generator to load a
real or simulated network for experi-
mental testing and network analysis.

Note that traffic generator is a critical component for network
testing and simulation study. A few traffic generator equip-
ments available to date are practically useless without support
of measurement-based traffic modeling.

In Part II of this article, we discuss several powerful poten-
tial applications of the SMAQ tool in system analysis and
design. Most of the examples presented are current challenges
facing system designers in the network industry. The lack of a
measurement-based analytical tool sometimes prevents
designers from obtaining an optimally designed network. The
introduction of the SMAQ tool [2] provides a step toward
resolving the current network design issues.

The following sections provide various applications of the
SMAQ tool with examples of resolving the current design issues.

THE SOURCE LIBRARY
The SMAQ tool provides a source library that consists of
three types of representations, namely real trace, statistical
functions, and stochastic model, each of which can be used as
a source of traffic input. Real traces are collected from repre-
sentative traffic sources. A matched CMPP can be constructed
for each source in the library. Aggregate traffic can also be
formed from these sources either by the superposition of sta-
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tistical functions or by the direct aggregation of
the traces. The constructed CMPPs can be used
in various applications, including traffic genera-
tion and network performance analysis [3]. A
diagram showing the structure of SMAQ’s
source library is depicted in Fig. 1.

The SMAQ tool has the capability to main-
tain a dynamic source library. This feature
enables addition of new representative traffic
traces as they become available, modification of
the already existing traces, and removal of the
old ones from the library.

TRAFFIC GENERATION
Traffic generation is a very important part of
network testing. However, the traffic generators
available today are not useful without measure-
ment-based traffic modeling. Usually, every real
traffic trace takes huge storage space, making
traffic generation an expensive process. Thus,
generation of massive traffic flows in a large
high-speed network for testing and simulation is
impractical, if not impossible.

The SMAQ tool can generate a matched
CMPP to act as a traffic generator of a certain
kind or an aggregation of the same or different
kinds of traffic traces. In this process, we can use the source
library to select representative traffic traces. Each traffic gen-
erator (i.e., a CMPP) is simply represented by two vectors α
and γ, as described in Part I, which do not require much stor-
age space.

In order to demonstrate the effectiveness of the SMAQ’s
traffic generation ability, we choose three different kinds of
traffic traces, namely Ethernet, JPEG, and MPEG, and com-
pare them with those formed by the matched CMPPs [3]
(Figs. 2–5).

In Fig. 2, the power spectrum of Ethernet data is matched

by a CMPP whose dimension is N = 401 with an error toler-
ance of 30 percent. This is due to the fact that we cannot find
a feasible CMPP if the size of the circulant is ≤ 401 unless we
allow a certain degree of error tolerance. Although the match-
ing error in the power spectrum is relatively significant, the
distribution matching is excellent, and we find that the dynam-
ics of two traces in Fig. 2c and 2d are also in a good agree-
ment. Note that the selection of a large N is mainly for
matching the heavy tail portion of the distribution. For queu-
ing analysis, a small N can be selected [3].

In Fig. 3, we investigate a 2-hr JPEG segment of the movie
Star Wars. A CMPP is matched at N = 401
with 0 percent power spectrum error toler-
ance. As we can see, both the power spec-
trum and distribution function are matched
well except for a small tail portion of the dis-
tribution. This is why the peak rate of the
CMPP can only reach 9 Mb/s, whereas the
peak rate of the real trace has no restriction.
Nevertheless, the CMPP sequence captures
the overall feature of the real JPEG trace, as
shown in Fig. 3c and 3d.

In Fig. 4 we study a smoothed MPEG
trace. The matching results of the trace by a
CMPP at N = 401 are shown. In Fig. 5, we
model Internet traffic collected at a particular
time of day for a finite duration of time. A
feasible matched CMPP is found at N = 301
with 0 percent error tolerance. As we can see,
the matched power spectrum and matched
distribution function results are in good
agreement with those of the traces.

TRAFFIC SHAPING
Traffic shaping (or smoothing) involves delay-
ing the packets (or cells in the context of
ATM) at the source or network access device
rather than sending them immediately and
having to store them in the network. By using

■ Figure 2. Comparison of Ethernet trace (dotted line) with matched CMPP
(solid line): a) power spectrum; b) rate distribution; c) original filtered trace; d)
CMPP sequence.
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■ Figure 3. Comparison of JPEG trace (dotted line) with matched CMPP (solid line):
a) power spectrum; b) rate distribution; c) original filtered trace; d) CMPP sequence.
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the network only to transport packets, not to store them, we
can effectively prevent one source from perturbing the other
excessively.

We can consider the traffic shaper as an access controlling
scheme with source traffic as its input, and the shaped (or
smoothed) traffic as its output to network. Shaping is usually
done by means of usage parameter control (UPC) and network
parameter control (NPC). Both UPC and NPC can constrain
the input traffic on peak rate and burst size so that the output
from the traffic shaper is a smoothed version of the input traffic.
For example, the most popular input smoothing scheme using
UPC/NPC is leaky bucket control. Most of the
time, the shaped traffic that enters the network is
of the most interest in evaluating the perfor-
mance of the network [4, 5].

Another effective smoothing scheme proposed
for video applications is to delay the traffic for
some time T, such that arrivals during the time
interval [t – T, t) will be scheduled for smooth
transmission during the next time interval [t, t +
T). For example, T can be selected equal to the
interarrival of adjacent I-frames in MPEG video.
In consequence, the burstiness of I-frames is
smoothed out at the network entry point, which
may otherwise congest the network. By collect-
ing the statistics at the output of the smoothing
buffer, we can study the effect of this scheme on
network performance using the SMAQ tool.

To the best of our knowledge, no analytical
results are available to formulate the outputs of
these schemes other than to capture partial stochas-
tic properties. Using the measurement-based
SMAQ tool, we can collect the statistics of the out-
put and construct a CMPP to study the effects of
traffic shaping on network performance [6].

As an example, we choose an MPEG trace
with an average rate of 778 cells/s with 5 I-
frames/s. We regulate the MPEG trace using the
delaying scheme mentioned above to obtain the
shaped trace. We choose to delay the traffic for

a time that is equal to the interarrival time of
the I-frames. Since we have 5 I-frames/s, origi-
nal MPEG traffic is delayed by 0.2 s.

We plot the analytical queuing solutions for
the shaped MPEG traffic in Fig. 6 using the
Queuing Solutions Module of the SMAQ tool,
setting buffer size to K = 511 and utilization
to  ρ = 0.8. With the given buffer size and uti-
lization, the analytical mean queue size is
45.67 cells, standard deviation of the queue
size is 122.8 cells, and the mean loss rate is
0.0056. The results are in agreement with
those obtained by a fluid flow simulation that
uses the original shaped trace. The fluid flow
simulation computes the mean queue size as
37.70 cells, the standard deviation of the queue
size as 118.2 cells, and the mean loss rate as
0.0037. Note that the fluid flow approximation
usually underestimates the queuing/loss solu-
tions due to the ignored local dynamics of cell
departures and interarrival times.

CONGESTION CONTROL
In many real-time applications such as voice
and video, the source input can be divided into
packets with different priorities. In such appli-

cations, high-priority packets may provide an approximation
to the original input. In order to satisfy the quality of service
(QoS) of applications, no high-priority packets should be lost
unless all the lower-priority packets have been discarded. By
properly designing the buffer threshold to discard low-priority
packets in a congestion period, we can substantially reduce
the loss probability of high-priority packets. For example, if
we denote the buffer threshold for the ith priority class by Ki,
the arriving packet of the ith priority class will be discarded
when the queue size exceeds Ki (Fig. 7).

We can use the SMAQ tool to design buffer thresholds to

■ Figure 4. Comparison of MPEG trace (dotted line) with matched CMPP (solid
line); a) power spectrum; b) rate distribution; c) original filtered trace; d) CMPP
sequence.
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■ Figure 5. Comparison of TCP trace (dotted line) with matched CMPP (solid
line); a) power spectrum; b) rate distribution; c) original filtered trace; d)
CMPP sequence.
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discard low-priority packets during
congestion. We consider a traffic
source with M loss priority streams.
Let Xm be the overall fraction of
the traffic with priority classes
greater than m. Under the priority
control scheme, no arriving packets
with priority classes ≤ m will be
lost at any time t unless the instan-
taneous loss rate is greater than
Xm. That is, a smaller m is defined
for a higher priority class. Ideally,
we expect the loss rate distribution
function to be a piecewise step func-
tion shown in Fig. 8 in which all the
segments are divided at x = Xm.
Without congestion control, we
expect a smooth loss rate distribu-
tion curve, shown by a solid line
(Fig. 8). The loss rate distribution
curve can be tuned by properly
designing buffer thresholds for each
priority class. The loss rate distribu-
tion of this scheme, as we men-
tioned above, forms a piecewise
step function. Note that we have
assumed the service process is first-
in first-out.

One effective congestion control mechanism proposed for
the Internet is early packet discard (EPD). During local con-
gestion, traffic of certain types can be selectively discarded
based on different queue thresholds. Similarly, in ATM net-
works a cell loss priority (CLP) bit in each cell may be used to
discard cells once certain queue thresholds are exceeded.

In a numerical example we studied in [7], an input rate pro-
cess constructed by 50 i.i.d. two-state Markov chains has three
priority classes assigned 60, 20, and 20 percent, respectively.
We load the queue, which has buffer capacity 200 at ρ = 0.85.
Our QoS criterion sets the loss rates for the three classes as
(L0, L1, L2) ≤ (1.0 x 10–12, 1.0 x 10–6, 5.0 x 10–2). When no
control is applied, we get L0 = L1 = L2 = 8.4 x 10–4. If we
design a one-level control system at K2 = 40, such that all
packet arrivals of class 2 will be discarded once the queue size
exceeds K2 , we obtain (L0 , L1 , L2 ) = (4.2 x 10–8, 4.2 x 10–8,
3.2 x 10–2). Although the overall average loss rate is increased
from 8.4 x 10–4 to 6.4 x 10–3, the QoS criteria for L1 and L2

are satisfied. To further reduce L0,
we design a second-level control at
K1 = 180, such that all packet
arrivals of class 1 will be dropped
once the queue size exceeds K1.
With the two-level control system
we can achieve (L0, L1, L2) = (1.3
x 10–13, 7.8 x 10–7, 3.2 x 10–2), which
satisfies the QoS criteria. The
results are summarized in Table 1
and plotted in Fig. 9. The queuing
solutions obtained by the Queuing
Solutions Module for the corre-
sponding control levels are shown
in Fig. 10.

STATISTICAL
MULTIPLEXING, BUFFER

SHARING, AND LINK
CAPACITY ALLOCATION

Economies of scale suggest that the
average cost per customer decreas-
es as the number of customers
using a facility increases. By inte-

grating services such as data, telephone, and multimedia, the
broadband ISDN (B-ISDN) has the potential to share the
same network resources to accommodate different kinds of
services, thus increasing the number of network users and
decreasing the cost of using the network per user. Therefore,
it is very important to evaluate the sharing strategies in net-
working environments. The most important sharing strategies
in networking are statistical multiplexing and buffer sharing.
The fact that these schemes are still not well-understood in
broadband networks makes our statistical matching tool
promising in the network performance evaluation area.

The SMAQ tool overcomes many of the current limitations
in evaluating statistical multiplexing and buffer sharing. For
example, previous analytical approaches use simple source
models, which fail to capture the diverse characteristics of real
traffic sources [8]. On the other hand, the SMAQ tool uses
the CMPP model to construct a tractable analytical source
model to match the power spectrum and rate distribution of a
given traffic trace, as described in Part I.

In order to describe how the SMAQ tool can be used to
evaluate different design trade-offs in statistical multiplexing
and buffer sharing, we use our source library to investigate

■ Figure 6. The queuing solution of MPEG traffic
smoothed by the delaying scheme.
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three representative traffic traces.
The traces we select are JPEG,
MPEG, and Ethernet traces. As
mentioned before, we can also
aggregate these sources and inves-
tigate the effects of aggregated
network traffic. We then use the
SMAQ tool to statistically match
and obtain CMPPs for the sources
above. Once the matched CMPP
is constructed, queuing perfor-
mance can be evaluated by using
the Queuing Solutions Module of
the SMAQ tool.

To check the validity of our
single-source CMPP models, we
simulate a finite-buffer FCFS sys-
tem using the three original sam-
ple traces as input. We consider different utilization factors ρ
with different buffer sizes K. For example, Fig. 11 shows the
comparison between the simulation results and the CMPP-
based analytical solutions for the MPEG trace [9]. We see
that the mean queue length –q, the standard deviation of

queue size σq, and cell loss proba-
bility L derived from the CMPP
model agree well with those
obtained from the simulations.
Similar results can be found in [9]
for the JPEG and Ethernet traces.
One can further verify the accura-
cy of constructing a single CMPP
to model the aggregation of N
i.i.d. sources. The corresponding
results for all three traces are tab-
ulated in Table 2 with N = 5 and
25. We find that the analytical
solutions for the mean queue
length –q and standard deviation of
the queue size σq are very close to
the simulation results within the
95 percent confidence intervals.

Any discrepancies may be attributed to matching errors dur-
ing CMPP construction, inability to capture higher-order
statistics, and the fact that the results for the CMPP model
are steady-state solutions while the simulation results are
based on sample traces of limited length in which the steady

state may not have been reached.
We also evaluate the multiplexing performance

of the various sources from their CMPP models
using the Queuing Solutions Module [9]. First, in
Fig. 12, we plot the maximum throughput, ρmax, of
a single source as a function of buffer size K with
the loss constraint L. We see that the throughput
of the voice traffic increases rapidly with an ini-
tial increase in buffer size. However, for the two
video streams (MPEG and JPEG) the throughput
remains below 60 percent even with large buffer
sizes for L less than or equal to 10–6 due to the
long-range dependence (LRD) in the video
sources. Increase in buffer size, therefore, has rel-
atively little effect. The throughput for the tradi-
tional two-state Markov chain video model
increases at a much faster rate than that of the
CMPP-modeled video streams. However, this

■ Figure 10. Queuing solutions for no control (solid
red line), one-level control (dashed red line), and
two-level control (blue line).
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■ Table 1. The effect of priority control on average loss rate (ξi is the percent-
age of ith priority in the overall input).

L0 L1 L2 L

Required 1.0e–12 1.0e–6 5.0e–2

No control 8.4e–4 8.4e–4 8.4e–4 8.4e–4

One-level control K2 = 40 4.2e–8 4.2e–8 3.2e–2 6.4e–3

Two-level control K2 = 40, K1 = 180 1.3e–13 7.8e–7 3.2e–2 6.4e–3

Priority class Overall

0 1 2

■ Table 2. A comparison of aggregated and individual CMPP modeling.

JPEG 1/4k 5 (10.20, 10.03  ± 0.99) (34.00, 33.03 ± 2.48) 1.14  10–3 ± 2.07 x 10–4

1k 5 (33.38, 33.62 ± 5.07) (153.0, 150.6 ± 12.85) 1.44 x 10–3 ± 3.21 x 10–4

16k 5 (737.2, 616.5 ± 242.1) (2801, 2481 ± 608.1) 1.13 x 10–3 ± 7.24 x 10–4

1k 25 (52.97, 54.68 ±6.63) (182.2, 183.8 ± 14.02) 1.02 x 10–3 ± 2.47 x 10–4

MPEG 1/4k 5 (8.68, 7.72 ± 0.96) (31.42, 28.18 ± 3.11) 9.97 x 10–4 ± 2.84 x 10–4
1k 5 (34.04, 30.62 ± 7.47) (142.2, 136.2 + 20.55) 1.40 x 10–3 ± 6.06 x 10–4

16k 5 (1056, 740.8 ± 145.2) (3145, 2542 ± 404.2) 1.02 x 10–3 ± 8.95 x 10–4

1k 25 (47.02, 43.83 ± 4.42) (167.7, 159.0 ± 9.76) 9.19 x 10–4 ± 1.40 x 10–4

Ethernet 1/4k 5 (3.70, 3.61 ± 0.19) (19.47, 18.31 ± 0.69) 7.45 x 10–4 ± 8.61 x 10–5

1k 5 (27.81, 27.04 ± 1.41) (104.5, 99.81 ± 3.65) 6.80 x 10–4 ± 7.81 x 10–5

16k 5 (1666, 1675 ± 150.6) (3171, 3367 ± 213.9) 2.38 x 10–3 ± 6.22 x 10–4

1k 25 (30.47, 30.17 ± 1.02) (121.6, 114.3 ± 2.57) 5.88 x 10–4 ± 4.06 x 10–5

Notes
1 x: analytical solution for aggregated CMPP; y: simulation result for N signle-source CMPPs; δy: 95% C.I.
2 Simulation results of L for N single-source-CMPPs. L for the aggregated CMPP is analytically set to 10–3.

K N –q(x, y ± δy)1 σq(x, y ± δy) L2(target at 10–3)
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model may not be able to characterize
the LRD of a video source. For the Eth-
ernet traffic, the throughput increases
with increasing buffer size.

In Fig. 13 we analyze ρmax for multi-
plexing N sources with different buffer
sizes K. We observe that throughput
increases considerably with increasing N.
We also observe that throughput gain
becomes less significant with increasing
buffer size. An exception to this is the
voice traffic in which relatively little
throughput improvement is achieved as
N increases, since its ρmax is already
close to 100 percent.

Finally, we define the multiplexing
gain G, the ratio of the sum of the band-
widths required to transmit N individual
homogeneous sources to the bandwidth required for the aggre-
gated stream of the N sources under a given loss probability
with a fixed buffer size. In Fig. 14 we plot G achieved in multi-
plexing N = 25 sources as a function of different buffer sizes.
The multiplexing gain is most significant for the Ethernet traffic.
The voice traffic achieves the least gain from multiplexing. For
the MPEG and JPEG video sources, bandwidth savings reduce
from about 60~80 percent to about 40 percent as K increases.
In general, the gain G decreases as buffer size K increases.

The effectiveness of statistical multiplexing, buffer shar-
ing and link capacity allocation is unquestionable in B-
ISDN. It  is  very important to evaluate the trade-offs
between these schemes to meet the QoS requirements effi-
ciently. The SMAQ tool provides the network engineers
with a powerful tool to evaluate different design considera-
tions, especially multiplexing, buffer sharing, and link capac-
ity allocation performances,  as demonstrated in the
examples above.

■ Figure 11. Performance comparison between the MPEG-coded video trace and its CMPP model.
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■ Figure 12. Maximum throughput for N = 1.
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WIRELESS NETWORKS

So far, in all examples we have assumed a constant service
rate in the transport of correlated traffic. However, the
SMAQ tool is capable of building Markov chain models for
wireless channels to match the first- and second-order statis-
tics within a measurement window. The fact that the service
rate of a wireless channel is time-varying, as opposed to a
wired network such as ATM, presents no difficulty to the
SMAQ tool, since the tool is measurement-based.

Previous work in wireless networks has focused on the
stochastic modeling of channel dynamics at the physical
layer, measured by received signal strength or bit error
rate. Such models cannot be directly used to evaluate high-
er-layer network performance, such as packet queuing
delay or loss. In addition, although some work exists on
packet-level channel modeling, the modeling is restricted to
the use of two-state Markov chains that have very limited
statistical properties.

Developing a generic stochastic model to capture the wireless
channel dynamics is highly unlikely, since the dynamics are time-
varying, frequency selective, and highly dependent on many
other system factors such as noise, distance,
mobile speed, multipath interference, power
control, and coding. Therefore, the modeling
technique must be measurement-based in
order to capture real channel statistics under
various conditions.

By using the SMAQ tool, one can investi-
gate the queuing response to channel dynam-
ics under various conditions, especially with
respect to different driving patterns,
fixed/adaptive channel coding schemes, and
cell sizes, all of which are beyond the scope
of this article [10, 11].

Here, we present the results of analyzing the
queuing response to the single fast-/slow-fading
channel dynamics. Fast fading refers to the fluc-
tuation of radio signal strength as a result of the

interference among multiple versions
of the transmitted signal arriving at a
receiver, whereas slow fading refers
to the attenuation of the signal by
irregular terrains. We assume that
our arrival process consists of M =
4 i.i.d. sources, each of which may
represent a virtual connection on
the channel. Each source is mod-
eled by a two-state Markov chain.
The single-channel packet error
rate (PER) traces are generated
from the fast/slow fading energy
statistics collected in the downtown
Austin area produced by a mobile
agent with a random driving pat-
tern. The speed of the agent is
about 30 mph, the generated pack-
et size is 480 bits, and the signal-to-
noise (SNR) level is 20 dB. The
channel speed is fixed at 0.48 Mb/s.
We choose a forward error correc-
tion scheme with adaptive coding
set at m = 20 (the maximum num-
ber of error bits that can be cor-
rected per packet).

In Fig. 15a and b, the packet
success probability (1-PER) trace

generated from the original channel sequence is compared
with that generated by the Markov model formed by the
SMAQ tool. We see that the two (1-PER) traces are statisti-
cally similar.

In the two-state Markov chain modeling of each source, its
peak rate is set at the channel speed (0.48 Mb/s), the average
burst size is 9 packets and the average rate is equal to 0.108
Mb/s. Hence, the channel utilization is ρ = 0.9. Figure 15c
compares the channel power spectral density (PSD) with the
arrival PSD. Since the channel PSD is dominant over the
arrival PSD especially in the low-frequency domain, one can
simply ignore the arrival traffic dynamics and replace the two-
state Markov chains by a simple Poisson Process in the arrival
modeling. In other words, only the channel statistics are to be
matched by the SMAQ tool in the analytic modeling.

In Fig. 15d, we plot the queuing solution obtained by using
the SMAQ tool’s Queuing Solutions Module with buffer size K
= 1024 and utilization ρ = 0.9. Finally, in Fig. 15e, we plot the
average queue length and standard deviation of the queue length
as a function of load of the mobile agent. In both cases, we see
that the analytical solutions obtained by the SMAQ tool’s model
agree well with the solutions obtained by the simulation.

■ Figure 13. The effect of N on throughput (L = 10–6).
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■ Figure 14. a) Multiplexing gain for N = 25 (L = 10–3); b) effect of L on multi-
plexing gain.
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The SMAQ tool provides a new direction toward the inte-
gration of wireless channel modeling and network perfor-
mance analysis.

CONCLUSION
The SMAQ tool can be used in many network design areas as
described throughout Part II. We believe that the tool can
help system designers resolve critical design tradeoffs that
they encounter during system design. Current design of the
tool allows many other functionalities to be built into the sys-
tem. One may refer to the electronic version of this article at
http://www.comsoc.org/~ci, August 1998, for other examples,
including the evaluation of priority schemes and buffer dimen-
sioning [12], the analysis of sojourn time performance in nodal
congestion [13, 14] and the design of call admission control.
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■ Figure 15. a)(1-PER) of the original sequence; b) (1-PER) of the sequence
produced by the Markov Model; c) arrival PSD vs. channel PSD; d) compari-
son of the queuing solutions of the original and the Markov model (K = 1024,
ρ = 0.9); e) average queue length and queue length standard deviation as a
function of offered load (K = 1024).
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