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Figure 1: The decision history tree view. As users interact in the model view, the decisions made generate a history tree. Paths of the tree
are plotted over time on the x-axis, with the y-axis representing the cumulative deviation from the baseline simulation. Mousing over on a node
brings up a thumbnail view of the decision measures implemented at that point in the simulation.

ABSTRACT

In modeling infectious diseases, scientists are studying the mech-
anisms by which diseases spread, predicting the future course of
the outbreak, and evaluating strategies applied to control an epi-
demic. While recent work has focused on accurately modeling dis-
ease spread, less work has been performed in developing interac-
tive decision support tools for analyzing the future course of the
outbreak and evaluating potential disease mitigation strategies. The
absence of such tools makes it difficult for researchers, analysts and
public health officials to evaluate response measures within out-
break scenarios. As such, our research focuses on the development
of an interactive decision support environment in which users can
explore epidemic models and their impact. This environment pro-
vides a spatiotemporal view where users can interactively utilize
mitigative response measures and observe the impact of their deci-
sion over time. Our system also provides users with a linked deci-
sion history visualization and navigation tool that support the simul-
taneous comparison of mortality and infection rates corresponding
to different response measures at different points in time.
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1 INTRODUCTION

Federal, state, and local community public health officials must pre-
pare and exercise complex plans to deal with a variety of potential
mass casualty events [1, 7, 13]. The planning stages often utilize
knowledge gained during tabletop exercises [7], or summary details
based on information and trends provided via very complex mod-
eling. Moreover, such plans are developed with only a few specific
scenarios or pre-event concepts in mind and often ignore the fact
that the solutions dealing with a disease outbreak are very depen-
dent on its underlying traits and actual characteristics, which may
not be known a priori.

In order to better prepare and plan for events, analysts and deci-
sion makers have begun incorporating computer based simulations
to model potential disease. These models employ a variety of pa-
rameters and output complex multivariate data which needs to be
analyzed and explored. Furthermore, as parameters are modified,
new outcomes occur, requiring further analysis to compare vari-
ous scenarios. In regards to infectious disease simulations, the re-
sults need to be compared across space and time to evaluate de-
cision measures as they are implemented over a variety of state
spaces. Analysts need to work in an environment where they can
explore the impact mitigative measures (i.e., school closures during
a pandemic, spraying pesticides for insect borne illnesses). These
decision measures are not used to determine the best solution to
the model; instead, these decision measures are placed at different
points to help analysts understand and illustrate the effects that cer-
tain responses will have. In this way, decision makers can better
understand the effects of delaying responses, lack of supplies for



implementing a response and the potential impact of an outbreak
under varying conditions.

In this paper, we present a suite of predictive visual analytic tools
that not only provides insight into the effectiveness of a decision,
but also provides an interactive visual analytics environment for the
investigation of multiple courses of responses as well as compar-
isons of the effectiveness of each component of a response plan.
These tools can be utilized during training exercises to help deci-
sion makers and first responders better understand the impact of
their decisions, as well as during crisis management where model
parameters can be adjusted to model the current spread and predict
potential future outcomes.

In order to facilitate enhanced model exploration and decision
analysis, we have developed a linked spatiotemporal visual analyt-
ics tool (Figure 2) designed for advanced model simulation and ex-
ploration for epidemiologists, local public health officials and other
healthcare officials. The system was designed from its inception
in collaboration with health experts, state healthcare officials and
epidemiologists to address their needs. Our system features include
the following:

• Flexible decision history support trees that can link to multiple
simulation runs;

• Interactive controls for exploring decision measures and deci-
sion points within the simulation;

• Simulation replay and path exploration visualizations for de-
cision analysis.

As part of the simulation, users may interactively deploy various
resources as a means of lessening the disease impact or prevent-
ing further spread. These decision points include both spatial and
temporal locations, creating a large and complex decision space.

In order to understand this decision space, our work focuses on
advanced interactive visualization and analysis methods providing
linked environments of geospatial data and time series graphs that
allow end users to explore infectious disease outbreak models, as
shown in Figure 2. In this view, the map can be interactively filtered
to show a variety of statistical measures about the disease spread
(e.g., percentage ill, percentage dead), and plots in this view pro-
vide temporal details of the spread over a user selected geographic
region.

Furthermore, in the geospatial view, users are able to interac-
tively explore the simulation and insert decisions (e.g., quarantine
counties, spray pesticides, enforce social distancing). The effects of
these decisions are captured in the decision support tree space. The
decision support space shows how the simulation paths vary over
time where the height of the path is based on a user-defined met-
ric of the decision impact as compared to the baseline metric (i.e.,
the simulation path in which no interdictions have taken place). In
this manner, users are able to explore path choices and analyze the
global impact over time. This allows users to explore both short
and long-term ramifications of the decision measures employed.

2 RELATED WORK

The exploration and visualization of simulation models and out-
puts has been a topic of much exploration. Matkovic et al. [20]
proposed a simulation model view that provides a visual outline of
the simulation process and the corresponding simulation model in
an effort to bridge the gap between simulation model behavior and
the dataset. Bruckner et al. [5] introduced a visual exploration
approach for investigating parameter spaces for visual effects de-
sign utilizing sampling and spatiotemporal clustering techniques to
generate an overview of resultant variations and temporal evolu-
tion. Kohlhammer et al [16] presented an overview of work on

situational awareness, naturalistic decision making and decision-
centered visualization. Guo [11] proposed a visual analytics ap-
proach to discover interesting patterns in spatial interaction data in
order to design effective pandemic mitigative strategies and facili-
tate decision making process. The proposed approach consists of a
new graph partitioning method to segment large interaction graph,
a reorderable matrix to visualize major patterns and a modified flow
map linked with reorderable matrix. Waser et al. introduced World
lines [29] which integrated simulation, visualization and computa-
tional steering into a single unified system enabling user exploration
of the entire solution space searching. Their steering mode enables
the user to generate and control multiple simulation runs while vi-
sualization mode facilitates comparison between simulation runs
while searching for an optimal solution. Our work follows many of
the conventions employed in world lines, such as collapsing deci-
sion spaces and formatting the decision history tree to be temporally
aligned. The major difference between the two works is the man-
ner in which our decision history tree is formatted to represent the
overall impact of a decision at each time point. This visualization
creates paths which allow users to quickly explore the impact of
decision at a given time point as well as the total impact at the end
of the simulation run.

In each of the previous simulation analysis works, a key com-
ponent is the tracking, evaluation and exploration of user events
and interactions. Previous work in this area includes applications
such as TimeTree [6], Grasparc [4], HyperScribe [30] and VisTrails
[24]. TimeTree [6] is an interactive visual analytic tool that sup-
ports browsing large data sets while keeping the exploration pro-
cess cognitively tractable. Brodlie et al. [4] introduced Grasparc, a
framework that helps manage the problem solving process through
the use of history trees to represent the solution exploration pro-
cess. HyperScribe [30], an extension to Grasparc, provides a data
management facility to organize and retrieve solution data in com-
putational experiments. VisTrails [24] supports exploratory visu-
alization by maintaining a detailed record of changes made to the
workflows during the parameter exploration process and provides
side by side comparison of results. Again, a history tree structure is
utilized in order to manage the provenance data.

In conjunction with history tree structures, a variety of other vi-
sualization tools and systems have been developed to track other
types of historical data. Baur et al [2] proposed an interactive vi-
sualization tool for displaying music listening histories along with
contextual information and support to learn and understand these
histories. LifeLines [22] provided a visualization environment for
personal medical histories summarized in the form of lines and
events highlighting relationships via search tool. Lifelines 2 [28] in-
troduced several extensions to their earlier work which emphasized
visualizing temporal categorical data for multiple records. Asbru-
View [17] extended the LifeLines concept to implement temporal
view used to display hierarchical plan structures in medical therapy
planning.

Heer et al. [12] performed the design space analysis of interac-
tion histories and contributed a prototype graphical history inter-
face for Tableau [19, 25] visualization system. This interface not
only provides tools for history navigation and management but also
supports sense-making, search and communication through some
additional operations. This history information can be used to eval-
uate visualization design. CzSaw [15] captures the analysis pro-
cess and corresponding user interactions, represented in the form
of a scripting language which can then be viewed by analyst to
identify repetitive patterns. Analysts can then look for different
avenues without losing track of the previous analysis. Suntinger et
al. [26] proposed an event-tunnel visualization and analysis frame-
work which is based on two views of the cylinder: the side view
(plotting the events in temporal order) and the top view (that looks
into the stream of events along the time axis). These two interac-



Figure 2: Visual analytics decision support environment. (Left) The spatiotemporal model view display. In this view, users can watch the spread
of the model over space and time and introduce changes to the simulation as well as incorporate mitigative response measures to try and slow
the disease spread. (Right) The decision history tree view. As users interact in the model view display, the different paths the simulation can
take are calculated and visualized. The decision paths are plotted over time on the x-axis, with the y-axis representing the cumulative deviation
from the baseline simulation.

tive views of the event data can be embedded into a configurable
workspace that supports analysis and mining. Work by Shrinivasan
and van Wijk [23] also suggest the incorporation of history views
into the analytical reasoning process for information visualization.
Similar to the previous work in history visualization and analysis,
our work also incorporates history trees and navigational structures;
however, we modify the decision history space to allow for quick
comparison between not only the decisions made but also the out-
comes of the decision.

3 SYSTEM OVERVIEW

Our visual analytics decision support environment consists of two
main views as shown in Figure 2. The first view (Figure 2-(Left))
is the spatiotemporal model view in which users can interactively
adjust model parameters and explore the effect of decision mea-
sures over space and time. As users interactively scroll through
time and explore the epidemic spread model over the underlying
population structure, and detailed views of the impact over time for
a user selected region is shown in the small multiples plots on the
right-hand side of Figure 2-(Left). In this window, users can in-
teractively choose to employ decision measures for mitigating the
outbreak. Decision measures are based on the model under inves-
tigation, and detailed examples of use cases are given in Section
4.

In the spatiotemporal model view, users may only interact with
their current scenario, and modifications in this scenario are cap-
tured in our second view, the decision history view (Figure 2-
(Right)). In the decision history view, users may explore the differ-
ent decision paths and compare the cumulative outcomes over time.
The decision history view supports path highlighting and branch
collapsing as a means of reducing clutter and enabling effective
exploration. Each of our two views supports a particular form of
analysis and enables users to evaluate the effectiveness of various
disease mitigation decisions.

These views are driven by an epidemic spread simulator in which
a given model is integrated into the system. The model input pa-
rameters are fed into the simulator and the results of the simulation
are modeled based on user-defined decisions. As users apply mit-
igative decision measures, the decision history tree is stored and a
visualization of the user’s choices can be displayed and analyzed.

Our framework is based upon recommendations in the work by
Jankun-Kelly and Ma [14] and Shrinivasan and van Wijk [23], both
of which suggest that capturing metadata of the visual exploration
process is a key component of the analysis process. Our history
tree visualization is able to record users’ decisions and allow them
to compare, modify and insert new decisions. In this section, we de-
scribe the details of our system components and the related control
structures.

3.1 Epidemiological Spread Simulator

In order to allow our system to be fully functional and adaptable
to other models, our system contains an interchangeable epidemi-
ological spread simulator component. This component generates
a large scale spatial simulations over census tract, zip code and/or
county level populations. Population and demographic[27] data is
provided as input to the back-end simulation functions. The simula-
tion then outputs information on the number of sick and dead within
a given population by areal unit (e.g., county, zip code) and pro-
vides color coded geographical representations of the data. System
control menus are then defined to incorporate the appropriate mit-
igative response measures that users can apply. Specific simulations
used as case studies are described in Section 4. For a given model,
the epidemiological spread simulator generates the epidemic spread
data for specified number of days based on the given scenario and
model parameters.

3.2 Spatiotemporal Model View

The spread data is then mapped into an interactive spatiotemporal
view shown in Figure 2-(Left). This view facilitates the exploration
of the disease spread through an interactive time spinner control
seen at the upper left corner of the window. However, such ex-
ploration only provides slices of spatial data at a given time or an
aggregate thereof. In order to understand these slices, users need
to know the trends of previous data (and, if possible, model future
data trends).

Users may interact with the system through a variety of viewing
and modeling modalities. As shown in Figure 2-(Left), the main
viewing area is the spatiotemporal view, and the three windows
on the right provide a time series view of the population statistics
based on the underlying population and model parameters. These



Figure 3: Creating a decision history tree. In this figure, we show the insertion of a decision point on day 200 of a rift valley fever simulation.
The insertion of the decision points adds a node, and the resulting colored line shows the cumulative effects of this decision (as compared to the
baseline) over time. If a path is above the x-axis, that decision has cumulatively performed better than the baseline up to that point in time. In
this manner, users may track the magnitude of the disease spread with respect to the global impact.

graphs provide a detailed view of the areal unit selected (with selec-
tions being indicated by a darker border) in the main viewing area,
where each graph shows a different population statistic with respect
to time. Both the geospatial and time series viewing windows are
linked to the time control at the upper left portion of the screen.
These linked views allow for a quick comparison of trends across
various spatial regions.

As users explore the disease spread over time, they can also in-
troduce mitigative response measures into the scenario. After each
mitigative measure, the epidemiological spread model updates the
scenario from that point in time. This form of exploration, which
involves the human analyst inserting decision points into the sce-
nario, provides a means for both creating training scenarios, as well
as predicting possible future outcomes during an ongoing epidemic.

3.3 Decision History View

As the user inserts decisions points, scrolls through time, and re-
visits other scenarios, these interactions are tracked and displayed
in the decision history view. This view keeps track of all the mit-
igative response measures performed and the corresponding mor-
tality/sickness rate in a form of single visualization. This tool not
only keeps track of the decision histories but also shows the con-
sequences of each decision in terms of net gain or loss over time,
creating the branching paths structures seen in Figure 2-(Right) and
Figure 3. Currently the comparison can only be done according to
a single criterion, and future work will explore ways of visualizing
multivariate outcomes within a decision history tree. Note that all
simulations used are designed to run until the disease has run its
natural course, thus, the limits on the x-axis of our history view are
derived from the model itself.

3.3.1 Path Building

In order to build the paths of Figure 3, a cumulative summation of
the overall magnitude of the outbreak (in terms of lives lost or an-
other user-defined variable) is calculated. In the original path, we
consider the cumulative summation of lives lost on day t of the sce-
nario to be the baseline. All other paths branch from this baseline
such that the decision history view is visualizing the overall deci-
sion impact:

Pv(t) =
N

∑
i=0

Pi
b(t)−

t

∑
i=0

Pi
0(t) (1)

Here, Pv(t) is the overall impact of the current decision path (Pi
b)

in geographical area i with respect to the impact of the original un-
mitigated simulation (Pi

0) at time t overall all N geographical areas
in the simulation space. Pv(t) is plotted on the decision history tree
branching off from the last active decision path.

When the first mitigative response is added by the user, a deci-
sion path originates from the x-axis (representing time). In Figure
3 the brown triangle represents the point in time in which the user
deploys some predefined resource as a means of mitigating the re-
sponse. After this point, the height of the new path is calculated
using Equation 1 for each time point left in the simulation. The
height of the decision path along the y-axis represents the difference
between the original (un-mitigated path) and the current branch.

Users may return to the original simulation as well and add other
decision paths for comparison. Path selection is done through a
right click within the interface and users may quickly move between
scenarios. For each decision taken, a unique color is assigned to the
path in order to facilitate analysis, as shown in Figure 1.

The height of these branches are again plotted with respect to the
original decision path (as opposed to the parent path), thereby main-
taining a consistent basis for comparison. If the branch is above the
x-axis (positive), then the current decision path has helped mitigate
the spread of the disease. In Figure 1, we can see one path that
falls below the x-axis for a portion of time; however, it ends above
the x-axis when the simulation run completes. Since the y-axis val-
ues represent a cumulative summation, this indicates that while this
decision path may have seemed to be detrimental for a time during
the simulation, it eventually proved effective in reducing the overall
impact. However, in Figure 1, we can also see three other decision
paths that ends below the x-axis. Two of these paths would have
initially appeared to be highly mitigative responses as they remain
above the x-axis for a long period of time; however, we see that by
the end of the simulation, this path actually would have worsened
the overall impact of the spread. By using the decision history view,
analysts may now see the end result as well as the path that it took
to reach there. Furthermore, in the decision history view, analysts
can see the effect of the decision and then utilize the model view
display to explore periods of poor performance to look for other
potential mitigative measures that could be added.



Figure 4: Here we illustrate the effects of utilizing decision measures within the confines of a pandemic influenza simulation. In the left image,
the analyst has used no decision measures and is visualizing the spread of the pandemic on day 36 of the simulation. In the right image, the
analyst has decided to see what effects (on day 36) deploying the strategic national stockpile on day 3 would have had on the pandemic.

3.3.2 Path Analysis Tools
In order to explore a given decision path, users simply click on a
path and choose the ‘Activate Path’ option from a menu. This path
is then the path being explored in the spatiotemporal model view.
Path activation requires us to introduce persistence support in the
system and our system saves each previous state of the simulation
before performing any mitigative measure. This saved state can be
reloaded once any deactivated decision path is activated. Unfortu-
nately, as the number and complexity of the scenario created by the
user increases, the complexity of the visualization also increases.
Mouse over on a node also provides a thumbnail view of what the
geographical state space looked like at the time of the decision, as
seen in Figure 1.

In order to reduce clutter due to the addition of a large number of
decision measures, each decision path can be expanded or collapsed
to any level. Whenever a path is expanded or collapsed, the last
expansion/collapsed state is preserved for all sub paths. However,
in some cases, users may wish to view a portion of the decision
path and hide other obstructing nodes or lines. After introducing
several branches within a given path, users may wish only to see the
optimal path (the path with the highest cumulative score). In order
to perform this operation, a user can right click on any path and
select option ‘Show Only Best Path Components’. Furthermore,
in the presence of large number of decision paths/branches, it may
become difficult to differentiate decision lines. Thus, our decision
history tree also supports path highlighting to provide additional
cues about path recognition.

4 USE CASE STUDIES

In order to demonstrate our tools, we present two use case studies
for two unique epidemiological spread models. Both models were
adapted into the epidemic spread simulation component and mi-
nor changes to the user interface spatiotemporal model view were
added to allow for the appropriate mitigative response measures.
In this section, we briefly discuss the underlying model for each
infectious disease scenario and then explore the decision analysis
process.

4.1 Pandemic Influenza
Our first epidemiological spread model utilizes a Gaussian mixture
model that simulates the spread of a pandemic influenza across the
United States starting from a user defined point source location and

incorporating airport traffic models [18]. The model makes use of a
person-to-person contact model spread with a constant rate of dif-
fusion in order to simulate a spatiotemporal outbreak. The model
was designed to determine the number of influenza outbreak infec-
tions, hospitalizations, and deaths on a daily basis. As input, it re-
quires the pandemic influenza characteristics, county data including
population, demographics, and hospital beds, and decision measure
anticipated impact. Spread vectors based on the point of origin and
distance traveled per day are calculated, and effects on different age
groups and population densities are taken into account.

Default parameters to our model are based on information from
the U.S. National Strategic Plan [13]. In this plan, states are charged
with the task of preparing for a pandemic influenza wave under the
prediction that up to 35% of the population could be infected, 50%
of the infected population will seek medical care, 20% of those
seeking care will require hospitalization, and up to 2% of the in-
fected population will die. These numbers are based on rates from
the 1918 influenza pandemic [3, 8].

4.1.1 Mitigative Response Measures

Within our modeling tool, users are able to choose from three differ-
ent global decision measures: (1) school closures; (2) media alerts;
and (3) strategic national stockpile deployment (SNS). These de-
cision measures were decided on based on requirements from the
Indiana State Department of Health in order to best accommodate
their training exercises. The choice of these decision measures is
also influenced by previous work. Historical records of past pan-
demics illustrate the efficacy of social distancing with regards to
lessening the impact of a pandemic. Furthermore, other researchers
have noted the expected reduction of influenza transmission based
on school closures or quarantines, and the effects of containing pan-
demic influenza through the use of antiviral agents and stockpiles
have been well documented. Detailed descriptions of the effects of
various decision measure strategies can also be found in [10] and
[21], along with others.

Figure 4 shows how a user can simply toggle on and off deci-
sion points within the model view display to see their effects on the
pandemic impact. Figure 4 (Left) shows the model on Day 36 with
no decision measures employed. Using the controls on the lower
left portion of the screen, the analyst chooses to deploy the SNS
antivirals on day 3. The control widget shown in Figure 4 (Right)
allows the user to set the day of the simulation on which the de-



Figure 5: Pandemic Influenza Case Study. Here the user has introduced a variety of different decision measures at various points in time and
in different combinatorial order. We explore the resultant simulation spaces in the geographical space with the maps surrounding the central
image. Each map corresponds to a different decision tree branch as denoted by the corresponding label.

cision measure was enacted, the number of days it will take the
decision measure to reach full effect, and the impact the decision
measure is expected to have in reducing the infection. In the graphs
of Figure 4 (Right), the user can immediately see how the use of the
(SNS) has helped mitigate the magnitude of the pandemic. Through
these controls, the user can interactively toggle decision points on
and off and explore the effects that decisions taking place in the past
would have on the current situation. Interactive toggling allows the
user to understand the magnitude of the change by watching both
the graphs and map display colors change for a given day as deci-
sion measures are implemented.

In this model, all decision points are designed to mitigate the
spread, and each decision measure may only be deployed once. As
such, the decision history view will show that all paths improve the
outcome when compared to the base scenario. We use this example
to demonstrate features of our tool and show that it is adaptable to
multiple models.

4.1.2 Model Exploration

In this example, the user has created four different paths for explo-
ration as shown in Figure 5. We have included a variety of decision
measures along each path, including combinations of all three mit-
igative response. The maps surrounding the decision tree structure
in Figure 5 represent day 45 of the simulation with respect to a given
decision path as indicated by the labels. The decision measures and
the times at which they are implemented are provided in Table 1.
Note that each decision made in the table generates a branch; how-
ever, in order to evaluate the total path, we have collapsed the in-
termediate paths. In this manner, we only show the decision path
resulting from the combination of the decisions shown in Table 1.

Here, the user can quickly see that Path D1 of Figure 5 is the
optimal choice in terms of mitigating the outbreak based on the
available decision metrics. It is clear that the earlier a decision is
made, the more impact it can have on reducing the spread. As each
decision point only has a positive effect on the disease reduction,
the exploration task in this simulation is relatively trivial. However,
this example is included to illustrate that this tool is easily adaptable
to multiple models.

4.2 Rift Valley Fever

Our second epidemiological spread model utilizes a differential
equation model that simulates the spread of Rift Valley Fever (RVF)
through a simulated mosquito and cattle population in Texas [9]. As

Table 1: Summary of decision paths generated for the pandemic in-
fluenza simulation. Each entry represents the day a type of decision
was employed in the path.

Decision Path School Closure Media SNS
D1 6 25 2
D2 12 25 16
D3 40 35 20
D4 35 45 30

input, it requires the underlying county populations of both the cat-
tle and two types of mosquitoes (Aedes and Culex) in the area. The
differential equation model then accounts for the transmission of
the disease both through mosquito to cattle infections and cattle to
cattle infections. Mosquito larvae are also considered in this model
as a means of the disease being prevalent at the mosquitoes’ birth.
Lives lost/saved in this case are referring to the underlying cattle
population. Note the simulation stops at the state border.

4.2.1 Mitigative Response Measures

Within our modeling tool, users are able to choose from two dif-
ferent local decision measures: (1) pesticides; and (2) quarantine.
Users are able to interactively apply a quarantine or pesticide spray
to any individual county or multiple counties at once during the
simulation. This is done by mouse clicking on counties and then
selecting to spray or enforce a quarantine on those counties.

Pesticides:
In order to apply pesticides, an analyst selects the set of geographi-
cal regions for this operation and also the type of pesticide to kill
a particular type of mosquito species or both. Figure 6 shows that
after applying the pesticides even if all the mosquito population is
killed along with the eggs, mosquitoes from neighboring counties
may still migrate to the area. A portion of this migration is caused
by the transfer of livestock from the neighboring regions or existing
infected livestock may infect new uninfected mosquitoes. Analyst
can try different combination of regions for pesticides and based
on the simulated spread results and analyze which combination
may work best within a given scenario.

Quarantine:
The second mitigative measure supported is the quarantine opera-
tion. In this operation, a user selects a set of geographical regions
(as seen in Figure 6) which will no longer allow transport of cattle



Figure 6: Here we illustrate the effects of utilizing decision measures within the confines of the rift valley fever simulation. In the left image, the
analyst has employed both the use of quarantine and pesticide spray to try and reduce the disease spread. However, as infected mosquito eggs
have already propagated to neighboring counties, they find that the decision measures taken have less impact then expected. The spread of the
disease after the application of pesticides and quarantine is seen in the middle and right figures.

Table 2: Summary of decision paths generated for the rift valley fever
simulation. Each entry represents the day (or days) a type of decision
was employed in the path.

Pesticide Aedes Pesticide Culex Quarantine
A 110,262 262 -
B 143 143,263 85

into or out of the region. Quarantine results in setting the travel rates
for the livestock across selected regions to zero; however, mosquito
travel is still unrestricted.

4.2.2 Model Exploration
In this model, the space of possible mitigative responses is limit-
less since the user can select any subset of geographical regions for
pesticides or quarantine and the order/frequency of these mitigative
responses may also vary. With 254 counties in Texas, the user can
choose from a variety of decision measures. As previously stated,
the goal of this tool is not necessarily to find the optimal solution;
instead, the goal is to allow users to play out various scenarios based
on their underlying knowledge of the resources available. Such a
tool can then potentially alert decision makers to shortcomings in
their plans or resources.

In this example, the user has created two main paths for explo-
ration as shown in Figure 7. The decision measures and times at
which they are implemented are provided in Table 2. The maps sur-
rounding the decision tree structure Figure 7 represent the days in
which responses were taken and the highlighted counties are those
in which a response was implemented. Note that at no point dur-
ing the exploration do the simulation parameters change. The only
things that can impact the result of the simulation are the mitigative
responses.

In the initial exploration, the goal was to explore the effects of
not using a quarantine. Depending on the time of year the outbreak
may occur, a quarantine could have significant impacts on beef
sales. Thus, decision makers may wish to only spray for mosquitoes
near those affected counties in an attempt to prevent the spread. The
first decision in path A, is thus to spray. However, a pesticide that is
only effective against one type of mosquito (Culex) was used, rep-
resenting a deficiency in local supplies. Path A initially saved some
lives but ended up slightly below the horizontal axis.

After seeing that Path A appears to have a mostly positive effect
(with regards to reducing the disease impact on the cattle popula-
tion), the user then decides to spray for mosquitoes at the apex of
the current Path A. Counties near two major rivers are selected, and
sprayed for both major types of mosquitoes. However, the resultant
impact is actually worsened.

Without the decision support history tree to observe the response

of A, it would be difficult to visually tell the resulting difference be-
tween the original simulation and the initial decision branch as the
two result in a nearly identical loss of cattle. However, if explor-
ing this initially, the user would see a gain and may have concluded
that the decision path chosen would result in saving lives. In fact,
the decisions taken here would only waste resources and result in
approximately the same (or an even worse) outcome.

In path A, the user wanted to explore the effects of enforcing an
early quarantine. Initially, this path appeared to provide little im-
pact with respect to the baseline, following closely to the horizontal
axis; however, by the end of the simulation, we see that the initial
quarantine (the blue line labeled as a branch of path B) actually
results in a fair number of lives save.

From this analysis, the user wants to see if they can do better by
inserting a decision measure near the first uptick of the blue path
at day 143. Here, the user preemptively sprays counties near the
two major rivers and at the edge of the oncoming spread. The green
decision path (again labeled as a branch of path B) is generated.
Here, we see that the green path actually outperforms the blue path,
resulting in an even higher number of lives saved.

Finally, the user inserts another decision measure at the apex
of the green path (day 263), this time spraying for only Aedes
mosquitoes. The spray is done over the same major rivers as the
previous injection, and initially a large upswing is seen. Unfortu-
nately, by the end of the simulation, the end result actually is worse
than the quarantine alone and the quarantine combined with a sec-
ondary spray. This is labeled as Path B. From this, we see that early
preventative measures work better (as expected); furthermore, late
term measures can actually negatively impact the disease spread.

Based on the decisions taken, users can clearly see that the green
branch of path B in Figure 7 is the optimal choice as compared to
other explored paths. It can be observed that by adding in the sec-
ondary decision measure, we reduced the effect of the downswing
seen in the blue path near day 275. Users may also choose to go
back and explore what went wrong in path A as this resulted in the
largest loss of life.

5 CONCLUSIONS AND FUTURE WORK

The proposed decision support environment facilitates researchers,
analysts and public health officials in their study of epidemic
spreads under varying scenarios and decision measures. Our deci-
sion history visualization and navigational support helps the users
analyze the consequences of their decisions over time and under-
stand both the short term and long term impact of their mitigative
responses. Users can also drill down into a given scenario using the
spatiotemporal model view in order to better assess the effects of
individual paths. The architecture proposed in this paper provides



Figure 7: Rift Valley Fever Case Study. Here the user has introduced a variety of different decision measures at various points in time and in
different combinatorial order. We explore the resultant simulation spaces in the geographical space with the maps surrounding the central image.
Each map corresponds to a different decision tree branch as denoted by the corresponding label.

flexibility in terms of incorporating different epidemiological mod-
els and applying the same set of tools to identify suitable mitigative
strategies in case of an outbreak. In our future work, we plan to in-
clude an economic model into the system that will help us visualize
the impact of the epidemic spread and corresponding responses on
local economy. We also plan to include additional mitigative tools
in the set of available mitigative measures.
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