Chapter 1

FREQUENT PATTERN MINING IN DATA STREAMS

Ruoming Jin
Computer Science Department
Kent State University
jin@cs.kent.edu

Gagan Agrawal
Department of Computer Science and Engineering
The Ohio State University
agrawal@cse.ohio-state.edu
Keywords:

Abstract  Frequent pattern mining is a core data mining operation and has been extensively studied over the last decade. Recently, mining frequent patterns over data streams has attracted a lot of research interests. Compared with other streaming queries, frequent pattern mining poses great challenges due to high memory and computational costs, and accuracy requirement of the mining results.

In this chapter, we overview the state-of-art techniques to mine frequent patterns over data streams. We also introduce a new approach for this problem, which makes two major contributions. First, this one pass algorithm for frequent itemset mining has deterministic bounds on the accuracy, and does not require any out-of-core summary structure. Second, because the one pass algorithm does not produce any false negatives, it can be easily extended to a two pass accurate algorithm. The two pass algorithm is very memory efficient.
1. Introduction

Frequent pattern mining focuses on discovering frequently occurring patterns from different types of datasets, including unstructured ones, such as transaction and text datasets, semi-structured ones, such as XML datasets, and structured ones, such as graph datasets. The patterns can be itemsets, sequences, subtrees, or subgraphs, etc., depending on the mining tasks and targeting datasets. Frequent patterns can not only effectively summarize the underlying datasets, providing key insights into the data, but also serve as the basic tool for many other data mining tasks, including association rule mining, classification, clustering, and change detection among others [Inokuchi et al., 2000, Zaki and Aggarwal, 2003, Huan et al., 2004, Jin and Agrawal, 2005].

Many efficient frequent pattern algorithms have been developed in the last decade [Agrawal et al., 1996, Goethals and Zaki, 2003, Han et al., 2000, Zaki et al., 1997, Kuramochi and Karypis, 2001, Yan and Han, 2002, Zaki, 2002]. These algorithms typically require datasets to be stored in persistent storage and involve two or more passes over the dataset. Recently, there has been much interest in data arriving in the form of continuous and infinite data streams. In a streaming environment, a mining algorithm must take only a single pass over the data [Babcock et al., 2002]. Such algorithms can only guarantee an approximate result.

Compared with other stream processing tasks, the unique challenges in discovering frequent patterns are in three-fold. First, frequent pattern mining needs to search a space with an exponential number of patterns. The cardinality of the answering set itself which contains all frequent patterns can be very large too. In particular, it can cost much more space to generate an approximate answering set for frequent patterns in a streaming environment. Therefore, the mining algorithm needs to be very memory-efficient. Second, frequent pattern mining relies on the down-closure property to prune infrequent patterns and generate the frequent ones. This process (even without the streaming constraint) is very compute-intensive. Consequently, keeping up the pace with high-speed data streams can be very hard for a frequent pattern-mining task. Given these challenges, a more important issue is the quality of the approximate mining results. The more accurate results usually require more memory and computations. What should be the acceptable mining results to a data miner? To deal with this problem, a mining algorithm needs to provide users the flexibility to control the accuracy of the final mining results.
In the last several years, several new mining algorithms have been proposed to find frequent patterns over data streams. In the next chapter, we will overview these new algorithms.

2. Overview

2.1 Frequent Pattern Mining: Problem Definition

Let the dataset \( D \) be a collection of objects, i.e. \( D = \{o_1, o_2, \ldots, o_{|D|}\} \). Let \( P \) be the set of all possible (interesting) patterns occurring in \( D \), \( g \) be the counting function \( g : P \times O \to \mathbb{N} \), where \( O \) is the set of objects, and \( \mathbb{N} \) is the set of nonnegative integers. Given parameters \( p \in P \) and \( o \in O \), \( g(p, o) \) returns the number of times \( p \) occurs in \( o \). The support of a pattern \( p \in P \) in the dataset \( D \) is defined as

\[
supp(p) = \sum_{j=0}^{j=|D|} I(g(p, o_j))
\]

where, \( I \) is an indicator function: if \( g(p, o_j) > 0 \), \( I(g(p, o_j)) = 1 \); otherwise, \( I(g(p, o_j)) = 0 \). Given a support level \( \theta \), the frequent patterns of \( P \) in \( D \) is the set of patterns in \( P \) which have support greater than or equal to the \( \theta \).

The first and arguably the most important frequent pattern-mining task is frequent itemsets mining, proposed by Rakesh Agrawal et.al. in 1993 [Agrawal et al., 1993]. In this setting, the objects in the dataset \( D \) are transactions or sets of items. Let \( \text{Item} \) be the set of all possible items in the dataset \( D \). Then the dataset \( D \) can be represented as \( D = \{I_1, \ldots, I_{|D|}\} \), where \( I_j \subseteq \text{Item}, \forall j, 1 \leq j \leq |D| \). The set of all possible patterns \( P \) is the power-set of \( \text{Item} \). Note that the set of all possible objects \( O \) is the same as \( P \) in this setting. The counting function \( g \) is defined upon on the set containing (\( \subseteq \)) relationship. In other words, if the itemset \( p \) is contained in \( I_j (p \subseteq I_j) \), the function \( g(p, I_j) \) returns 1; otherwise, it returns 0. For instance, given a dataset \( D=\{\{A,B,D,E\}, \{B,C,E\}, \{A,B,E\}, \{A,B,C\}, \{A,C\}, \{B,C\}\} \), and a support level \( \theta = 50\% \), the frequent patterns are \( \{A\}, \{B\}, \{C\}, \) and \( \{B,C\} \).

The majority of work in mining frequent patterns over data streams focuses on frequent itemsets mining. Many techniques developed in this setting can be served as a basis for mining other more complicated pattern mining tasks, such as graph mining [Inokuchi et al., 2000]. To simplify the discussion, this chapter will focus on mining frequent itemsets over data streams.
2.2 Data Streams

In a data stream, transactions arrive continuously and the volume of transactions can be potentially infinite. Formally, a data stream $D$ can be defined as a sequence of transactions, $D = (t_1, t_2, \ldots, t_i, \ldots)$, where $t_i$ is the $i$-th arrived transaction. To process and mine data streams, different window models are often used. A window is a subsequence between $i$-th and $j$-th arrived transactions, denoted as $W[i, j] = (t_i, t_{i+1}, \ldots, t_j), i \leq j$. A user can ask different types of frequent pattern-mining questions over different type of window models.

**Landmark window:** In this model, we are interested in, from a starting timepoint $i$ to the current timepoint $t$, what are the frequent itemsets. In other words, we are trying to find the frequent itemsets over the window $W[i, t]$. A special case of the landmark window is when $i = 1$. In this case, we are interested in the frequent itemsets over the entire data stream. Clearly, the difficulty in solving the special case is essentially the same as the more general cases, and all of them require an efficient single-pass mining algorithm. For simplicity, we will focus on the case where the *Entire Data Stream* is the target.

Note that in this model, we treat each time-point after the starting point equally important. However, in many cases, we are more interested in the recent time-points. The following two models focus on such cases:

**Sliding window:** Given the length of the sliding window $w$ and current timepoint $t$, we are interested in the frequent pattern time in the window $W[t-w+1, t]$. As time changes, the window will keep its size and move along with the current time point. In this model, we are not interested in the data which arrived before the timepoint $t - w + 1$.

**Damped window model:** This model assigns more weights to the recently arrived transactions. A simple way to do that is to define a decay rate [Chang and Lee, 2003], and use this rate to update the previously arrived transactions (by multiplication) as a new transaction arrives. Correspondingly, the count of an itemset is also defined based on the weight of each transaction.

In the next subsection, we will overview the algorithms for mining frequent itemsets on these three different window models over data streams. In addition, we would like to point out that besides the three windows we introduced above, Jiawei Han et. al. proposed another model called *tilted-time window* model. In this model, we are interested in frequent itemsets over a set of windows. Each window corresponds to different time granularity based on their recency. For example, we are interested in every minute for the last hour, every five minutes for the previous hour, every ten minutes for the hour before that. Moreover, the trans-
actions inside each window are also weighted. Such model can allow us to pose more complicated queries over data stream. Giannella et. al. have developed a variant of FP-tree, called FP-stream, for dynamically updating frequent patterns on streaming data and answering the approximate frequent itemsets for even arbitrary time intervals [Giannella et al., 2002].

2.3 Mining Algorithms

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Closed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire Data Stream</td>
<td>Lossy Counting</td>
<td>[Manku and Motwani, 2002]</td>
</tr>
<tr>
<td></td>
<td>FPDM</td>
<td>[Yu et al., 2004]</td>
</tr>
<tr>
<td>Sliding Window</td>
<td>Moment</td>
<td>[Chi et al., 2004a]</td>
</tr>
<tr>
<td>Damped Window</td>
<td>estDec</td>
<td>[Chang and Lee, 2003]</td>
</tr>
</tbody>
</table>

Closed: Closed frequent itemsets

Table 1.1. Algorithms for Frequent Itemsets Mining over Data Streams

Table 1.1 lists the algorithms which have been proposed for mining frequent itemsets in the last several years. Note that All suggests to find all of the frequent itemsets given support level \( \theta \). Closed frequent itemsets are itemsets that are frequent but have higher frequency than all of their supersets. (If an itemset \( p \) is a subset of itemset \( q \), \( q \) is called the superset of \( p \).) In the following, we will briefly introduce these algorithms and their basic ideas.

**Mining Algorithms for Entire Data Stream** Manku and Motwani proposed the first one-pass algorithm, Lossy Counting, to find all frequent itemsets over a data stream [Manku and Motwani, 2002]. Their algorithm is *false-positive oriented* in the sense that it does not allow false negatives, and has a provable bound on false positives. It uses a user-defined error parameter \( \epsilon \) to control the quality of the answering set for a given support level \( \theta \). More precisely, its answering set is guaranteed to have all itemsets whose frequency exceeds \( \theta \), and contains no itemsets whose true frequency is less than \( \theta - \epsilon \). In other words, the itemsets whose frequency are between \( \theta - \epsilon \) and \( \theta \) possibly appear in the answering set, and are the false positives.

Recently, Yu and his colleagues proposed FPDM, which is a false-negative oriented approach, for mining frequent itemsets over data streams [Yu et al., 2004]. Their algorithm does not allow false positive, and has
a high-probability to find itemsets which are truly frequent. In particular, they use a user-defined parameter $\delta$ to control the probability to find the frequent itemsets at support level $\theta$. Specifically, the answering set does not include any itemsets whose frequency is less than $\theta$, and include any itemsets whose frequency exceeds $\theta$ with probability of at least $1 - \delta$. It utilizes the Chernoff bound to achieve such quality control for the answering set.

Both algorithms logically partitioned the data stream into equally sized segments, and find the potentially frequent itemsets for each segment. They aggregate these locally frequent itemsets and further prune the infrequent ones. However, the number of transactions in each segment as well as the method to define potentially frequent itemsets is different for these two methods. In Lossy Counting, the number of transactions in a segment is $k \times \lfloor 1/\epsilon \rfloor$, and an itemset which occurs more than $k$ times in a segment is potentially frequent. In FDPM, the number of transactions in a segment is $k \times n_0$, where $n_0$ is the required number of observations in order to achieve Chernoff bound with the user-defined parameter $\delta$. In this case, an itemset whose frequency exceeds $\theta - \epsilon$, where $\epsilon$ is computed by Chernoff bound in terms of $\delta$ and the number of observations ($k \times n_0$). Note that $k$ is a parameter (batch size) to control the size of each segment.

To theoretically estimate the space requirement for both algorithms, we consider each transaction including only a single item, and the number of transactions in the entire data stream is $|D|$. Lossy Counting will take $O(1/\log(\epsilon|D|))$ to find frequent items (1-itemsets), and FPDM-1 (the simple version of FPDM on finding frequent items) will need $O((2 + 2n(2/\delta))/\theta)$.

Note that different approaches have different advantages and disadvantages. For instance, for the false positive approach, if a second pass is allowed, we can easily eliminate false positives. For the false negative approach, we can have a small answering set which have almost all the frequent itemsets, but might miss some of them (with very small probability controlled by $\delta$).

**Sliding Window** Chi et al. have studied the problem on mining closed frequent itemsets over a sliding window of a data stream [Chi et al., 2004b]. In particular, they assume the width of sliding window is not very large, therefore, the transactions of each sliding window could be held in the main memory. Clear, such assumption is very close to the problem setting of the incremental association rule mining [Cheung et al., 1996]. But their focus is on how to maintain the closed frequent itemsets in an efficient way.
To deal with this problem, they proposed a new mining algorithm, called MOMENT. It utilizes the heuristic that in most cases, the sets of frequent itemsets are relatively stable for the consecutive sliding windows in the data stream. Specifically, such stability can be expressed as the fact that the boundary between the frequent itemsets and infrequent itemsets, and the boundary between closed frequent itemsets and the rest of itemsets move very slowly. Therefore, instead of generating all closed frequent itemsets for each window, they focus on monitoring such boundaries. As the key of this algorithm, an in-memory data structure, the closed enumeration tree (CET), is developed to efficiently monitor closed frequent itemsets as well as itemsets that form the boundary between the closed frequent itemsets and the rest of the itemsets. An efficient mechanism has been proposed to update the CET as the sliding window moves so that the boundary maintains for each sliding window.

**Damped Window Model** Chang and Lee studied the problem to find recently frequent itemsets over data streams using the damped window model. Specifically, in their model, the weight for an existing transaction in the data stream reduces by a decay factor, $d$, as a new transaction arrives. For example, the initial weight of a newly arrived transaction has weight 1, and after another transaction arrives, it will be reduced as $d = (1 \times d)$.

To keep tracking down the frequent itemsets in such a setting, they propose a new algorithm, estDec, which process the transaction one by one. It maintains a lattice for recording the potentially frequent itemsets and their counts, and updates the lattice for each new transaction correspondingly. Note that theoretically, the count of each itemset in the lattice will change as a new transaction arrives. But by recording an additional information for each itemset $p$, the time-point of the most recent transaction contains $p$, the algorithm only needs to update the counts for the itemsets which are the subsets of newly arrived transaction. It will reduce their counts using the constant factor $d$, and then increases them by one. Further, it inserts the subsets of the current transaction which are potentially frequent into the lattice. It uses a method similar to Carma [Hidber, 1999] to estimate the frequency of these newly inserted itemsets.

**Discussion** Among the above three different problem settings, we can see that the first one, finding the frequent itemsets over the entire data stream, is the most challenging and fundamentally important one. It can often serve as the basis to solve the latter two. For example, the current sliding window model studied in MOMENT is very similar to the incremental data mining. A more difficult problem is the case when the data in a sliding window cannot be held in the main memory. Clearly,
in such case, we need single-pass algorithms for even for a single sliding window. The main difference between the damped window model and entire data stream is that the counts of itemsets need to be adjusted for each new arrival transactions in the damped window model even the itemsets do not appear in these transactions.

In the next Section, we will introduce a new mining algorithm Stream-Mining we proposed recently to find frequent itemsets over the entire data stream. It is a false-positive approach (similar to Lossy Counting). It has provable (user-defined) deterministic bounds on accuracy and very memory efficient. In Section 4, we will review research works closely related with the field on frequent pattern mining over data streams. Finally, we will conclude this chapter and discuss directions for future work (Section 5).

3. New Algorithm

This section describes our new algorithm for mining frequent itemsets in a stream. Initially, we discuss a new approach for finding frequent items from Karp et al. [Karp et al., 2002]. We then discuss the challenges in extending this idea to frequent itemset mining, and finally outline our ideas for addressing these issues.

3.1 KPS’s algorithm

Our work is derived from the recent work by Karp, Papadimitriou and Shenker on finding frequent elements (or 1-itemset) [Karp et al., 2002]. Formally, given a sequence of length $N$ and a threshold $\theta$ ($0 < \theta < 1$), the goal of their work is to determine the elements that occur with frequency greater than $N\theta$.

A trivial algorithm for this will involve counting the frequency of all distinct elements, and checking if any of them has the desired frequency. If there are $n$ distinct elements, this will require $O(n)$ memory.

Their approach requires only $O(1/\theta)$ memory. Their approach can be viewed as a generalization of the following simple algorithm for finding the majority element in a sequence. A majority element is an element that appears more than half the time in an entire sequence. We find two distinct elements and eliminate them from the sequence. We repeat this process until only one distinct element remains in the sequence. If a majority element exists in the sequence, it will be left after this elimination. At the same time, any element remaining in the sequence is not necessarily the majority element. We can take another pass over the original sequence and check if the frequency of the remaining element is greater than $N/2$. 
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FindingFrequentItems(Sequence $S$, $\theta$)

\begin{verbatim}
global Set $\mathcal{P}$; // Set of Potentially
$\mathcal{P} \leftarrow \emptyset$; // Frequency Items
foreach ($s \in S$) // each item in $S$
if $s \in \mathcal{P}$
    $s$.count ++;
else
    $\mathcal{P} \leftarrow \{s\} \cup \mathcal{P}$;
    $s$.count = 1;
if $|\mathcal{P}| \geq \lceil 1/\theta \rceil$
    foreach ($p \in \mathcal{P}$)
        $p$.count --;
        if $p$.count = 0
            $\mathcal{P} \leftarrow \mathcal{P} - \{p\}$;
\end{verbatim}

Output($\mathcal{P}$);

Figure 1.1. Karp et al. Algorithm to Find Frequent Items

The idea can be generalized to an arbitrary $\theta$. We can proceed as follows. We pick any $1/\theta$ distinct elements in the sequence and eliminate them together. This can be repeated until no more than $1/\theta$ distinct elements remain in the sequence. It can be claimed that any element appearing more than $N\theta$ times will be left in the sequence. The reason is that the elimination can only be performed at most $N/(1/\theta) = N\theta$ times. During each such elimination, any distinct element is removed at most once. Hence, for each distinct element, the total number of eliminations during the entire process is at most $N\theta$. Any element appearing more than $N\theta$ times will remain in the sequence. Note, however, the elements left in the sequence do not necessarily appear with frequency greater than $N\theta$. Thus, this approach will provide a superset of the elements which occur more than $N\theta$ times.

Such processing can be performed to take only a single pass on the sequence, as we show in Figure 1.1. $\mathcal{P}$ is the set of potentially frequent items. We maintain a count for each item in the set $\mathcal{P}$. This set is initially empty. As we process a new item from a sequence, we check if it is in the set $\mathcal{P}$. If yes, its count is incremented, otherwise, it is inserted with a count of 1. When the size of the set $\mathcal{P}$ becomes larger than $\lceil 1/\theta \rceil$, we decrement the count of each item in $\mathcal{P}$, and eliminate any item whose count has now become 0. This processing is equivalent to the eliminations we described earlier. Note that this algorithm requires only $\Omega(1/\theta)$ space. It computes a superset of frequent items. To find the
precise set of frequent items, another pass can be taken on the sequence, and the frequency of all remaining elements can be counted.

3.2 Issues In Frequent Itemset Mining

In this paper, we build a frequent itemset mining algorithm using the above basic idea. There are three main challenges when we apply this idea to mining frequent itemsets, which we summarize below.

1 Dealing with Transaction Sequences: The algorithm from Karp et al. assumes that a sequence is comprised of elements, i.e., each transaction in the sequence only contains one-items. In frequent itemset mining, each transaction has a number of items, and the length of every transaction can also be different.

2 Dealing with k-itemsets: Karp et al.'s algorithm only finds the frequent items, or 1-itemsets. In a frequent itemset mining algorithm, we need to find all k-itemsets, $k \geq 1$, in a single pass.

Note that their algorithm can be directly extended to find i-itemsets in the case where each transaction has a fixed length, $l$. This can be done by eliminating a group of $(1/\theta) \times \binom{l}{i}$ different i-itemsets together. This, however, requires $\Omega((1/\theta) \times \binom{l}{i})$ space, which becomes extremely high when $l$ and $i$ are large. Furthermore, in our problem, we have to find all i-itemsets, $i \geq 1$, in a single pass.

3 Providing an Accuracy Bound: Karp et al.'s algorithm can provably find a superset of the frequent items. However, no accuracy bound is provided for the item(set)s in the superset, which we call the potential frequent item(set)s. For example, even if an item appears just a single time, it can still possibly appear in the superset reported by the algorithm. In frequent itemset mining, we will like to improve above result, and provide a bound on the frequency of the itemsets that are reported by the algorithm.

3.3 Key Ideas

We now outline how we can address the three challenges we listed above.

Dealing with k-itemsets in a Stream of Transactions: Compared with the problem of finding frequent items, the challenges in finding frequent itemsets from a transaction sequence mainly arise due to the large number of potential frequent itemsets. This also results in high memory costs. As we stated previously, a direct application of the idea from Karp et al. will require $\Omega((1/\theta) \times \binom{l}{i})$ space to find potential frequent
i-itemsets, where $i$ is the length of each transaction. This approach is prohibitively expensive when $l$ and $i$ are large, but can be feasible when $i$ is small, such as 2 or 3.

Recall that most of the existing work on frequent itemset mining uses the Apriori property [Agrawal et al., 1996], i.e., an $i$-itemset can be frequent only if all subsets of this itemset are frequent. One of the drawbacks of this approach has been the large number of 2-itemsets, especially when the number of distinct items is large, and $\theta$ is small.

Our idea is to use a hybrid approach to mine frequent itemsets from a transaction stream. We use the idea from Karp et al. to determine the potential frequent 2-itemsets. Then, we use the set of potential frequent 2-itemsets and the Apriori property to generate the potential $i$-itemsets, for $i > 2$. This approach finds a set of potential frequent itemsets, which is guaranteed to contain all the true frequent itemsets, in a single pass of the stream.

Also, if a second pass of the data stream is allowed, we can eliminate all the false frequent itemsets from our result set. The second pass is very easy to implement, and in the rest of our discussion, we will only focus on the first pass of our algorithm.

**Bounding False Positives:** In order to have a accuracy bound, we propose the following criteria for the reported potential frequent itemsets after the first pass. Besides reporting all items or itemsets that occur with frequency more than $N\theta$, we want to report only the items or itemsets which appear with frequency at least $N\theta(1 - \epsilon)$, where $0 < \epsilon \leq 1$. This criteria is similar to the one proposed by Manku and Motwani [Manku and Motwani, 2002].

We can achieve this goal by modifying the algorithm as shown in Figure 1.2. In the first step, we invoke the algorithm from Karp et al. with the frequency level $\theta \epsilon$. This will report a superset of items occurring with frequency more than $N\theta \epsilon$. We also record the number of eliminations, $c$, that occur in this step. Clearly, $c$ is bounded by $N\theta \epsilon$. In the second step, we remove all items whose reported frequency is less than $N\theta - c \geq N\theta(1 - \epsilon)$.

We have two claims about the above process: 1) it reports all items that occur with frequency more than $N\theta$, and 2) it only reports items which appear with frequency more than $N\theta(1 - \epsilon)$. The reason for this is as follows. Consider any element that appears with frequency $N\theta$. After the first step, it will be reported in the superset with a frequency greater than $c, c \leq N\theta \epsilon$. Therefore, it will remain in the set after the second step also. Similarly, consider any item that appears with frequency less than $N\theta(1 - \epsilon)$. If this item is present in the superset reported after the first
FindingFrequentItemsBounded(Sequence $S$, $\theta$, $\epsilon$)

global Set $\mathcal{P}$;
$\mathcal{P} \leftarrow \emptyset$;
$c \leftarrow 0$; // Number of Elimination
foreach ($s \in S$) 
  if $s \in \mathcal{P}$
    $s.count \leftarrow s.count + 1$
  else
    $\mathcal{P} \leftarrow \{s\} \cup \mathcal{P}$
    $s.count \leftarrow 1$
  if $|\mathcal{P}| \geq \lceil 1/(\theta \epsilon) \rceil$
    $c \leftarrow c + 1$; // Count Eliminations
  foreach ($p \in \mathcal{P}$)
    $p.count \leftarrow p.count - 1$
    if $p.count = 0$
      $\mathcal{P} \leftarrow \mathcal{P} \setminus \{p\}$
  endforeach ($p \in \mathcal{P}$)
  if $p.count \leq (N\theta - c)$
    $\mathcal{P} \leftarrow \mathcal{P} \setminus \{p\}$
endforeach ($p \in \mathcal{P}$)

Output($\mathcal{P}$);

Figure 1.2. Improving Algorithm with An Accuracy Bound
step, it will be removed during the second step since $N\theta - c \geq N\theta(1-\epsilon)$. This idea can be used for frequent itemset mining also.

In the next Section, we introduce our algorithm for mining frequent itemsets from streaming data based on the above two ideas.

### 3.4 Algorithm Overview

We now introduce our new algorithm in three steps. In Subsection 3.5, we describe an algorithm for mining frequent itemsets from a data stream, which assumes that each transaction has the same length. In Subsection 3.6, we extend this algorithm to provide an accuracy bound on the potential frequent itemsets computed after one pass. In Subsection 3.7, we further extend the algorithm to deal with transactions of variable length.

Before detailing each algorithm, we first introduce some terminology. We are mining a stream of transactions $D$. Each transaction $t$ in this stream comprises a set of items, and has the length $|t|$. Let the number of transactions in $D$ be $|D|$. Each algorithm takes the support level $\theta$ as one parameter. An itemset in $D$ to be considered frequent should occur more than $\theta|D|$ times.

To store and manipulate the candidate frequent itemsets during any stage of every algorithm, a lattice $\mathcal{L}$ is maintained.

$$\mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2 \cup \ldots \cup \mathcal{L}_k$$

where, $k$ is largest frequent itemset, and $\mathcal{L}_i, 1 \leq i \leq k$ comprises the potential frequent $i$-itemsets. Note that in mining frequent itemsets, the size of the set $\mathcal{L}_1$, which is bound by the number of distinct items in the dataset, is typically not very large. Therefore, in order to simplify our discussion, we will not consider $\mathcal{L}_1$ in the following algorithms, and assume we can find the exact frequent 1-itemsets in the stream $D$. Also, we will directly extend the idea from Karp et al. to find the potential frequent 2-itemsets.

As we stated in the previous section, we deal with all $k$-itemsets, $k > 2$, using the Apriori property. To facilitate this, we keep a buffer $\mathcal{T}$ in each algorithm to store the recently received transactions. The buffer will be accessed several times to find the potential frequent $k$-itemsets, $k > 2$.

### 3.5 Mining Frequent Itemsets from Fixed Length Transactions

The algorithm we present here mines frequent itemsets from a stream, under the assumption that each transaction has the same length $|t|$.
StreamMining-Fixed(Stream D, θ)
  global Lattice L;
  local Buffer T;
  local Transaction t;
  L ← ∅; T ← ∅;
  f ← |t| · (|t| − 1)/2;
  foreach (t ∈ D)
    T ← T ∪ {t};
    Update(t, L, 2);
    if |L_2| ≥ [1/θ] · f
      ReducFreq(L, 2);
    {* Deal with k - itemsets, k > 2 *}
    i ← 2;
    while L_i ≠ ∅
      i + +;
      foreach (t ∈ T)
        Update(t, L, i);
        ReducFreq(L, i);
      T ← ∅;
    Output(L);

Figure 1.3. StreamMining-Fixed: Algorithm Assuming Fixed Length Transactions

Update(Transaction t, Lattice L, i)
  for all i subsets s of t
    if s ∈ L_i
      s.count + +;
    else if i ≤ 2
      L_i.insert(s);
    else if all i - 1 subsets of s ∈ L_{i-1}
      L_i.insert(s);

ReducFreq(Lattice L, i)
  foreach i itemsets s ∈ L_i
    s.count − −;
    if s.count = 0
      L_i.delete(s);

Figure 1.4. Subroutines Description
The algorithm has two interleaved phases. The first phase deals with 2-itemsets, and the second phase deals with \( k \)-itemsets, \( k > 2 \). The main algorithm and the associated subroutines are shown in Figures 1.3 and 1.4, respectively. Note that the two subroutines, Update and ReduceFreq, are used by all the algorithms discussed in this section.

The first phase extends the Karp et al.'s algorithm to deal with 2-itemsets. As we stated previously, the algorithm maintains a buffer \( \mathcal{T} \) which stores the recently received transactions. Initially, the buffer is empty. When a new transaction \( t \) arrives, we put it in \( \mathcal{T} \). Next, we call the Update routine to increment counts in \( \mathcal{L}_2 \). This routine simply updates the count of 2-itemsets that are already in \( \mathcal{L}_2 \). Other 2-itemsets that are in the transaction \( t \) are inserted in the sets \( \mathcal{L}_2 \).

When the size of \( \mathcal{L}_2 \) is beyond the threshold, \( \lceil 1/\theta \rceil f \), where \( f \) is the number of 2-itemsets per transaction, we call the procedure ReduceFreq to reduce the count of each 2-itemsets in \( \mathcal{L}_2 \), and the itemsets whose count becomes zero are deleted. Invoking ReduceFreq on \( \mathcal{L}_2 \) triggers the second phase.

The second phase of the algorithm deals with all \( k \)-itemsets, \( k > 2 \). This process is carried out level-wise, i.e., it proceeds from 3-itemsets to the largest potential frequent itemsets. For each transaction in the buffer \( \mathcal{T} \), we enumerate all \( i \)-subsets. For any \( i \)-subset that is already in \( \mathcal{L} \), the process will be the same as for a 2-itemset, i.e., we will simply increment the count. However, an \( i \)-subset that is not in \( \mathcal{L} \) will be inserted in \( \mathcal{L} \) only if all of its \( i-1 \) subsets are in \( \mathcal{L} \) as well. Thus, we use the Apriori property.

After updating \( i \)-itemsets in \( \mathcal{L} \), we will invoke the ReduceFreq routine. Thus, the itemsets whose count is only 1 will be deleted from the lattice. This procedure will continue until there are no frequent \( k \)-itemsets in \( \mathcal{L} \). At the end of this, we clear the buffer, and start processing new transactions in the stream. This will restart the first phase of our algorithm to deal with 2-itemsets.

We next discuss the correctness and the memory costs of our algorithm. Let \( \mathcal{L}_k^\theta \) be the set of frequent \( i \)-itemsets with support level \( \theta \) in \( \mathcal{D}_i \), and \( \mathcal{L}_i \) be the set of potential frequent \( i \)-itemsets provided by this algorithm.

**Theorem 1** In using the algorithm StreamMining-Fixed on a set of transactions with a fixed length, for any \( k \geq 2 \), \( \mathcal{L}_k^\theta \subseteq \mathcal{L}_k \).

**Lemma 1.1** In using the algorithm StreamMining-Fixed on a set of transactions with a fixed length, the size of \( \mathcal{L}_2 \) is bounded by \( (\lceil 1/\theta \rceil + 1)(|\mathcal{D}|) \).

The proofs for the Theorem 1 and the Lemma 1.1 are available in a technical report [Jin and Agrawal, 2004]. Theorem 1 implies that any
StreamMining-Bounded(Stream $\mathcal{D}$, $\theta$, $\epsilon$)

global Lattice $\mathcal{L}$;
local Buffer $\mathcal{T}$;
local Transaction $t$;
$\mathcal{L} \leftarrow \emptyset$; $\mathcal{T} \leftarrow \emptyset$;
f $\leftarrow |t| \times (|t| - 1)/2$;
c $\leftarrow 0$; // Number of ReducFreq Invocations
foreach ($t \in \mathcal{D}$)
  $\mathcal{T} \leftarrow \mathcal{T} \cup \{t\}$;
  Update($t$, $\mathcal{L}$, 1);
  Update($t$, $\mathcal{L}$, 2);
  if $|\mathcal{L}_2| \geq \lceil 1/\theta \epsilon \rceil \cdot f$
    ReducFreq($\mathcal{L}$, 2);
    c $\leftarrow$ c + 1;
    i $\leftarrow$ 2;
while $\mathcal{L}_i \neq \emptyset$
  i $\leftarrow$ i + 1;
  foreach ($t \in \mathcal{T}$)
    Update($t$, $\mathcal{L}$, i);
    ReducFreq($\mathcal{L}$, i);
  $\mathcal{T} \leftarrow \emptyset$;
foreach $s \in \mathcal{L}$
  if $s$.count $\leq \theta|\mathcal{D}| - c$
    $\mathcal{L}_i$.delete($s$);
Output($\mathcal{L}$);

Figure 1.5. StreamMining-Bounded: Algorithm with a Bound on Accuracy

frequent $k$-itemset is guaranteed to be in the output of our algorithm. Lemma 1.1 provides an estimate of the memory costs for $\mathcal{L}_2$.

3.6 Providing an Accuracy Bound

We now extend the algorithm from the previous subsection to provide a bound on the accuracy of the reported results. As described in Subsection 3.3, the bound is described by an user-defined parameter, $\epsilon$, where $0 < \epsilon \leq 1$. Based on this parameter, the algorithm ensures that the frequent itemsets reported do occur more than $(1 - \epsilon)\theta|\mathcal{D}|$ times in the dataset.
The basic idea for achieving such a bound on frequent items computation was illustrated in Figure 1.2. We can extend this idea to finding frequent itemsets. Our new algorithm is described in Figure 1.5. Note that we still assume that each transaction has the same length.

This algorithm provides the new bound on accuracy in two steps. In the first step, we invoke the algorithm in Figure 1.3 with the frequency level \( \theta \epsilon \). This will report a superset of itemsets occurring with frequency more than \( N \theta \epsilon \). We record the number of invocations of \( \text{ReducFreq}, c \), in the first step. Clearly, \( c \) is bounded by \( N \theta \epsilon \). In the second step, we remove all items whose reported frequency is less than \( N \theta - c \geq N \theta (1 - \epsilon) \). This is achieved by the last \textit{foreach} loop.

The new algorithm has the following property: 1) if an itemset has frequency more than \( \theta \), it will be reported. 2) if an itemset is reported as a potential frequent itemset, it must have a frequency more than \( \theta (1 - \epsilon) \). Theorem 2 formally states this property, and its proof is available in a technical report [Jin and Agrawal, 2004].

**Theorem 2** In using the algorithm StreamMining-Bounded on a set of transactions with a fixed length, for any \( k \geq 2 \), \( \mathcal{L}_k \subseteq \mathcal{L}_k^{(1-\epsilon)\theta} \).

Note that the number of invocations of \( \text{ReducFreq}, c \), is usually much smaller than \( N \theta \epsilon \) after processing a data stream. Therefore, an interesting property of this approach is that it produces a very small number of false frequent itemsets, even with relatively large \( \epsilon \). The experiments in [Jin and Agrawal, 2005] also support this observation.

The following lemma claims that the memory cost of \( \mathcal{L}_2 \) is increased by a factor proportional to \( 1/\epsilon \).

**Lemma 1.2** In using the algorithm StreamMining-Bounded on a set of transactions with a fixed length, the size of \( \mathcal{L}_2 \) is bounded by \((1/\theta \epsilon + 1)/2)\).

### 3.7 Dealing with Variable Length Transactions

In this subsection, we present our final algorithm, which improves upon the algorithm from the previous subsection by dealing with variable length transactions. The algorithm is referred to as StreamMining and is illustrated in Figure 1.6.

When each transaction has a different length, the number of 2-itemsets in each transaction also becomes different. Therefore, we cannot simply maintain \( f \), the number of 2-itemsets per transaction, as a constant. Instead, we maintain \( f \) as a weighted average of the number of 2-itemsets that each transaction processed so far. This weighted average is com-
StreamMining(Stream D, \( \theta \), \( \epsilon \) )

global Lattice \( \mathcal{L} \);
local Buffer \( \mathcal{T} \);
local Transaction \( t \);

\( \mathcal{L} \leftarrow \emptyset; \mathcal{T} \leftarrow \emptyset; \)
\( f \leftarrow 0; // Average 2 - itemset per transaction \)
\( c \leftarrow 0; \)

foreach \( (t \in D) \)

\( \mathcal{T} \leftarrow \mathcal{T} \cup \{t\}; \)
Update\( (t, \mathcal{L}, 1); \)
Update\( (t, \mathcal{L}, 2); \)
\( f \leftarrow \text{TwoItemsetPerTransaction}(t); \)
if \( |\mathcal{L}_2| \geq \lceil 1/\theta \epsilon \rceil \cdot f \)

ReduceFreq\( (\mathcal{L}, 2); \)
\( c + +; \)
\( i \leftarrow 2; \)
while \( \mathcal{L}_i \neq \emptyset \)

\( i + +; \)
foreach \( (t \in \mathcal{T}) \)

Update\( (t, \mathcal{L}, i); \)
ReduceFreq\( (\mathcal{L}, i); \)
\( \mathcal{T} \leftarrow \emptyset; \)

foreach \( s \in \mathcal{L} \)
if \( s.\text{count} \leq \theta |D| - c \)
\( \mathcal{L}_i.\text{delete}(s); \)
Output\( (\mathcal{L}); \)

TwoItemsetPerTransaction(Transaction \( t \))

global \( X; // Number of 2 Itemset \)
global \( N; // Number of Transactions \)
local \( f; \)

\( N + +; \)
\( X \leftarrow X + \left( \frac{|t|}{2} \right); \)
\( f \leftarrow \lceil X/N \rceil; \)
if \( |\mathcal{L}_2| \geq \lceil 1/\theta \epsilon \rceil \cdot f \)

\( N \leftarrow N - \lceil 1/\theta \epsilon \rceil; \)
\( X \leftarrow X - \lceil 1/\theta \epsilon \rceil \cdot f; \)
return \( f; \)

Figure 1.6. Stream Mining: Final Algorithm
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puted by giving higher weightage to the recent transactions. The details are shown in the pseudo-code for the routine TwoItemsetPerTransaction.

To motivate the need for taking such a weighted average, consider the natural alternative, which will be maintaining $f$ as the average number of 2-itemsets that each transaction seen so far has. This will not work correctly. For example, suppose there are 3 transactions, which have the length 2, 2, and 3, respectively, and $\theta$ is 0.5. The first two transactions will have a total of two 2-itemsets, and the third one has 6 2-itemsets. We will preform an elimination when the number of different 2-itemsets is larger than or equal to $(1/\theta) \times f$. When the first two transactions arrive, an elimination will happen (assuming that the two 2-itemsets are different). When the third one arrives, the average number of 2-itemsets is less than 3, so another elimination will be performed. Unfortunately, a frequent 2-itemset that appears in both transactions 1 and 3 will be deleted in this way.

In our approach, the number of invocations of $ReduceFreq$, $c$, is less than $|D|/(\theta e)$, where $|D|$ is the number of transactions processed so far in the algorithm. Lemma 1.3 formalizes this, and its proof is available in a technical report [Jin and Agrawal, 2004].

**Lemma 1.3** $c < |D|/(\theta e)$ is an invariant in the algorithm StreamMining.

Note that by using the Lemma 1.3, we can deduce that the property of the Theorem 2 still holds for mining a stream of transaction with variable transaction lengths. Formally,

**Theorem 3** In using the algorithm StreamMining on a stream of transactions with variable lengths, for any $k \geq 2$, $\mathcal{L}_k^0 \subseteq \mathcal{L}_k \subseteq \mathcal{L}_k^{(1-\epsilon)\theta}$.

An interesting property of our method is that in the situation where each transaction has the same length, our final algorithm, StreamMining will work in the same fashion as the algorithm previously shown in Figure 1.5.

Note, however, that unlike the case with fixed length transactions, the size of $\mathcal{L}_2$ cannot be bound by a closed formula. Also, in all the algorithms discussed in this section, the size of sets $\mathcal{L}_k$, $k > 2$ also cannot be bound in any way. Our algorithms use the Apriori property to reduce their sizes.

Finally, we point out that the new algorithm is very memory efficient. For example, Lossy Counting utilizes an out-of-core (disk-resident) data structure to maintain the potentially frequent itemsets. In comparison, we do not need any such structure. On the T10J4.N10K dataset used in their paper, we see that with 1 million transactions and a support level
of 1%, Lossy Counting requires an out-of-core data-structures on top of even a 44 MB buffer. For datasets ranging from 4 million to 20 million transactions, our algorithm only requires 2.5 MB main memory based summary. In addition, we believe that there are a number of advantages of an algorithm that does not require an out-of-core summary structure. Mining on streaming data may often be performed in mobile, hand-held, or sensor devices, where processors do not have attached disks. It is also well known that additional disk activity increases the power requirements, and battery life is an important issue in mobile, hand-held, or sensor devices. Also, while their algorithm is shown to be currently computation-bound, the disparity between processor speeds and disk speeds continues to grow rapidly. Thus, we can expect a clear advantage from an algorithm that does not require frequent disk accesses.

4. Work on Other Related Problems

In this section, we look at the work on problems that are closely related with the frequent pattern-mining problem defined in Section 2. **Scalable Frequent Pattern Mining Algorithms:** A lot of research effort has been dedicated to make frequent pattern mining scalable on very large disk-resident datasets. These techniques usually focus on reducing the passes of the datasets. They typically try to find a superset or an approximate set of frequent itemsets in the first pass, and then find all the frequent itemsets as well as the counts in another one or few passes [Savasere et al., 1995], [Toivonen, 1996], [Hidber, 1999]. However, the first pass algorithms either do not have appropriate guarantees on the accuracy of frequent itemsets [Toivonen, 1996], or produces a large number of false positives [Savasere et al., 1995, Hidber, 1999]. Therefore, they are not very suitable for the streaming environment.

**Mining Frequent Items in Data Streams:** Given a potentially infinite sequence of items, this work tries to identify the items which have higher frequencies than a given support level. Clearly, this problem can be viewed a simple version of frequent pattern mining over the entire data stream, and indeed most of the mining algorithms discussed in this chapter are derived from these work. Algorithms in mining frequent items in data streams use different techniques, such as random sketches [Charikar et al., 2002, Cormode et al., 2002] or sampling [Toivonen, 1996, Manku and Motwani, 2002], and achieve the different space requirement. They also have either false-positive or false-negative properties. Interested user can look at [Yu et al., 2004] for more detailed comparison.

**Finding Top-k Items in Distributed Data Streams:** Assuming we have several distributed data streams and each item might carry different
weights at each of its arrival, the problem is to find the \( k \) items which has the highest global weight. Olston and his colleagues have studied this problem, which they call top-\( k \) monitoring queries [Babcock et al., 2003, Manjhi et al., 2005]. Clearly, in order to maintain the global top-\( k \) items in a distributed streaming environment, frequent communication and synchronization is needed. Therefore, the focus of their research is on reducing the communication cost. They have proposed a method to achieve such goal by constraining each individual data streams with an arithmetic condition. The communication is only necessary when the arithmetic condition is violated.

**Finding Heavy Hitters in Data Streams:** Cormode et al. studied the problem to efficiently identify heavy hitters in data streams [Cormode et al., 2003]. It can be looked as an interesting variation of frequent-items mining problem. In this problem, there is a hierarchy among different items. Given a frequency level \( \phi \), the count of an item \( i \) in the hierarchy include all the items which are descendants of \( i \), and whose counts are less than \( \phi \). An item whose counts exceeds \( \phi \) is called Hierarchy Heavy Hitter (HHH), and we want to find all HHHs in a data stream. They have presented both deterministic and randomized algorithms to find HHHs.

**Frequent Temporal Patterns over Data Streams:** Considering a sliding window moves along a data stream, we monitor the counts for an itemset at each time point. Clearly, this sequence of counting information for a given itemset can be formulated as a time series. Inspired by such observation, Teng et al. have developed an algorithm to find frequent patterns in sliding window model and collect sufficient statistics for a regression-based analysis of such time series [Teng et al., 2003]. They have showed such a framework is applicable in answering itemsets queries with flexible time-intervals, trend identification, and change detection.

**Mining Semi-Structured Data Streams:** Asai et al. developed an efficient algorithm for mining frequent rooted ordered trees from a semi-structured data stream [Asai et al., 2002]. In this problem setting, they model a semi-structured dataset as a tree with infinite width but finite height. Traversing the tree with a left-most order generates the data stream. In other words, each item in the data stream is a node in the tree, and its arriving order is decided by the left-most traversing of the tree. They utilize the method in Carma [Hidber, 1999] for candidate subtree generation.
5. Conclusions and Future Directions

In this chapter, we gave an overview of the state-of-art in algorithms for frequent pattern mining over data streams. We also introduced a new approach for frequent itemset mining. We have developed a new one-pass algorithm for streaming environment, which has deterministic bounds on the accuracy. Particularly, it does not require any out-of-core memory structure and is very memory efficient in practice.

Though the existing one-pass mining algorithms have been shown to be very accurate and faster than traditional multi-pass algorithms, the experimental results show that they are still computationally expensive, meaning that if the data arrives too rapidly, the mining algorithms will not be able to handle the data. Unfortunately, this can be the case for some high-velocity streams, such as network flow data. Therefore, new techniques are needed to increase the speed of stream mining tasks. We conclude this chapter with a list of future research problems to address this challenge.

**mining maximal and other condensed frequent itemsets in data streams:** Maximal frequent itemsets (MFI), and other condensed frequent itemsets, such as the $\delta - cover$ proposed in [Xin et al., 2005], provide good compression of the frequent itemsets. Mining them are very likely to reduce the mining costs in terms of both computation and memory over data streams. However, mining such kinds of compressed pattern set poses new challenges. The existing techniques will logically partition the data stream into segments, and mine potentially frequent itemsets each segment. In many compressed pattern sets, for instance, MFI, if we just mine MFI for each segment, it will be very hard to find the global MFI. This is because the MFI can be different in each segment, and when we combine them together, we need the counts for the itemsets which are frequent but not maximal. However, estimating the counts for these itemsets can be very difficult. The similar problem occurs for other condensed frequent itemsets mining. Clearly, new techniques are necessary to mine condensed frequent itemsets in data streams.

**Online Sampling for Frequent Pattern Mining:** The current approaches involve high-computational cost for mining the data streams. One of the main reasons is that all of them try to maintain and deliver the potentially frequent patterns at any time. If the data stream arrives very rapidly, this could be unrealistic. Therefore, one possible approach is to maintain a sample set which best represents the data stream and provide good estimation of the frequent itemsets.
Compared with existing sampling techniques [Toivonen, 1996, Chen et al., 2002, Bronnimann et al., 2003] on disk-resident datasets for frequent itemsets mining, sampling data streams brings some new issues. For example, the underlying distribution of the data stream can change from time to time. Therefore, sampling needs to adapt to the data stream. However, it will be quite difficult to monitor such changes if we do not mine the set of frequent itemsets directly. In addition, the space requirement of the sample set can be an issue as well. As pointed by Manku and Motwani [Manku and Motwani, 2002], methods similar to concise sampling [Gibbons and Matias, 1998] might be helpful to reduce the space and achieve better mining results.
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