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ABSTRACT
In this paper, we consider a novel scheme referred to as Cartesian contour to concisely represent the collection of frequent itemsets. Different from the existing works, this scheme provides a complete view of these itemsets by covering the entire collection of them. More interestingly, it takes a first step in deriving a generative view of the frequent pattern formulation, i.e., how a small number of patterns interact with each other and produce the complexity of frequent itemsets. We perform a theoretical investigation of the concise representation problem and link it to the biclique set cover problem and prove its NP-hardness. We develop a novel approach utilizing the technique developed in frequent itemset mining, set cover, and max k-cover to approximate the minimal biclique set cover problem. In addition, we consider several heuristic techniques to speedup the construction of Cartesian contour. The detailed experimental study demonstrates the effectiveness and efficiency of our approach.
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1. INTRODUCTION
Frequent pattern discovery has initiated the acceleration of data mining research and is also becoming a core building block of data mining. Starting from frequent itemset mining [2], frequent pattern mining has grown into a rich subject in data mining, ranging over a variety of pattern domains. The powerful toolbox of frequent pattern mining not only serves as a basis for a list of other data mining techniques and more importantly, it can directly help researchers gain insight into their data [7]. Typically, domain experts try to identify the interesting frequent patterns and associate them with domain knowledge for domain specific discovery. However, a major drawback of the frequent pattern mining methodology is its often unwieldy number of discovered patterns, despite several existing efforts [11, 13, 5, 18, 8, 17]. Indeed, the collection of frequent patterns themselves are becoming the “data” which needs to be mined.

The call to better understand a large collection of frequent patterns is resonated with a list of recent efforts in pattern summarization or concise pattern representation on itemsets. Simply speaking, these methods try to help gain a global view of the whole collection of frequent itemsets. In [1], the authors propose to use $K$ itemsets as a concise representation to approximately cover the majority of the frequent itemsets. Typically, those itemsets are either maximal frequent itemsets or close to being maximal, with the condition that most of their subsets are frequent (subject to false positive constraint). Several later works apply probability inference to restore the frequency of frequent itemsets [10, 19, 15].

In this paper, we consider a novel scheme to concisely represent the collection of frequent itemsets. Different from [1], this scheme provides a complete view of these itemsets by covering the entire collection of them. More interestingly, it takes a first step in deriving a generative view of the frequent pattern formulation, i.e., how a small number of patterns interact with each other and produce the complexity of frequent itemsets. Here, the interaction is represented as the union of two frequent itemsets. Intuitively, for some core itemsets, if they are frequent, then all the subsets of their union are also likely to be frequent. To make this observation useful in concise pattern representation, we further introduce the generalized Cartesian product between any two sets of the itemsets to include all the unions between any pair of itemsets, one from each set. Each such product can be considered as a basic source for the frequent itemsets and several such products will be utilized to represent the entire collection of the frequent itemsets.

Next, we formulate our problem precisely.

1.1 Problem Formulation
Given a collection of frequent patterns $\mathcal{F}$, with $\alpha$ being the minimum support level on transactional database $D$ where $\mathcal{I}$ is the set of all items. we would like to find a concise representation to approximate the collection of frequent patterns. Our approximation scheme is as follows: Let $\mathcal{X} = X_1, X_2, \ldots, X_m$ and let $\mathcal{Y} = Y_1, Y_2, \ldots, Y_l$, where $X_i$ and $Y_j$ are the itemsets, i.e., $X_i \subseteq \mathcal{I}$ and $Y_j \subseteq \mathcal{I}$. We define a generalized Cartesian product ($\otimes$) between two sets of itemsets $\mathcal{X}$ and $\mathcal{Y}$:

$\mathcal{X} \otimes \mathcal{Y} = \{X_1 \cup Y_1, X_1 \cup Y_2, \ldots, X_1 \cup Y_l, \ldots, X_m \cup Y_1, \ldots, X_m \cup Y_l\}$
Given this, we define the covering sets of a set of itemsets as
\[ C(X) = 2^X_1 \cup 2^X_2 \cup \cdots \cup 2^X_n \]
where \( 2^X_i \) is the powerset of \( X_i \). Thus, the covering set of \( X \otimes Y \) is
\[ C(X \otimes Y) = \bigcup_{1 \leq i \leq m, 1 \leq j \leq l} 2^{X_i \cup Y_j} \]

Given this, for a collection of frequent patterns \( F_α \), we seek a small number of generalized Cartesian products, which can cover \( F_α \). Specifically, we would like to find a list of Cartesian products, i.e., \( X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k \), such that
\[ \bigcup_{1 \leq i \leq k} C(X_i \otimes Y_i) \approx F_α \]

Given this, we define the covering cost of a list of Cartesian product \( X_i \otimes Y_i \) can be defined differently depending on how we want to express the conciseness. In this paper, we define the covering cost of a Cartesian product as the sum of the sizes of its two sets, i.e.,
\[ \text{cost}(X_i \otimes Y_i) = |X_i| + |Y_i| \]

However, other cost functions are also possible. For instance, if we simply want to have the minimal number of Cartesian products, then, the cost is simply one, i.e. \( \text{cost}(X_i \otimes Y_i) = 1 \). Or if the cost needs to reflect the size of each itemset, the cost of covering by \( X_i \otimes Y_i \) can also be defined as:
\[ \text{cost}(X_i \otimes Y_i) = \sum_{X_j \in X_i} |X_j| + \sum_{Y_j \in Y_i} |Y_j| \]

The algorithms discussed in this paper can be generalized to handle these costs.

Given this, we can formally introduce the problem of constructing a concise representation of a collection of frequent itemsets.

**Definition 1. (Problem 1: Exact Representation)** Find a list of Cartesian products, \( X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k \), such that \( C(X_1 \otimes Y_1), C(X_2 \otimes Y_2), \ldots, C(X_k \otimes Y_k) \) exactly cover \( F_α \):
\[ \bigcup_{1 \leq i \leq k} C(X_i \otimes Y_i) = F_α \]

where the cost(\( \{X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k\} \)) is minimal.

Let us consider an example of Exact Representation. For the dataset in table 1, we only need three generalized Cartesian products as shown below to exactly represent all the frequent itemsets with support \( \alpha = 1/20 \):
\[
\begin{align*}
\{\{G\}, \{I\}, \{J\}\} & \cup \{\{A, B\}, \{C, D\}, \{E, F\}\} \\
\{\{M\}, \{I\}, \{A\}\} & \cup \{\{A, G\}, \{K, L\}, \{B, G\}\} \\
\{\{M\}, \{I\}\} & \cup \{\{G, H\}\}
\end{align*}
\]

The above problem requires the covering set from the list of Cartesian products to be exactly equal to the collection of frequent itemsets. In many cases, we may want to trade the exactness with the conciseness. In other words, we can relax the condition to allow the cover to be approximate, especially, to cover some itemsets which may not be frequent itemsets, in order to reduce the covering cost. Given this, we expand the collection of frequent itemsets \( F_α \) to include itemsets which are nearly frequent and/or very similar to a frequent itemset. We denote the expanded collection as \( \hat{F}_α \).

There are several different choices for such an expanded collection. For instance, we may include the negative border, choose a slightly smaller support level, or require certain similarities. To handle all these different possibilities, we generalize the exact representation problem (problem 1) as follows.

**Definition 2. (Problem 2: Approximate Representation)** Given an expanded collection of frequent itemsets for \( F_α \), denoted as \( F_{\hat{F}} \supseteq F_α \), find a list of Cartesian products, \( X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k \), such that \( C(X_1 \otimes Y_1), C(X_2 \otimes Y_2), \ldots, C(X_k \otimes Y_k) \) cover \( F_{\hat{F}} \):
\[ \hat{F}_α \supseteq \bigcup_{1 \leq i \leq k} C(X_i \otimes Y_i) \supseteq F_α \]

where the cost(\( \{X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k\} \)) is minimal.

For example, if in the previous example we let \( \hat{F}_α = F_α \cup \{\{A, G, H\}\} \), then we can approximately represent the dataset of table 1 by two generalized Cartesian products:
\[
\begin{align*}
\{\{G\}, \{I\}, \{J\}\} & \cup \{\{A, B\}, \{C, D\}, \{E, F\}\} \\
\{\{M\}, \{I\}, \{A\}\} & \cup \{\{A, G\}, \{K, L\}, \{B, G\}, \{G, H\}\}
\end{align*}
\]

Note that the exact representation problem becomes a special case of the approximate representation problem if we denote \( \hat{F}_α = F_α \). We also refer to both the exact and approximate representation of a collection of frequent itemsets as its Cartesian contour.

### 1.2 Our Contribution

In this work, we make the following contributions.

1. We propose a new scheme (Cartesian contour) based on the generalized Cartesian products to concisely represent a collection of frequent itemsets.
2. We perform a theoretical investigation of this problem and link it to the minimal biclique set cover problem and prove its NP-hardness.
3. We develop a novel approach utilizing the techniques developed in frequent itemset mining, set cover, and max k-cover to approximate the minimal biclique set cover.
4. We consider several techniques to efficiently construct the Cartesian contour using our minimal biclique set cover algorithm.
5. We perform a detailed experimental study and demonstrate the effectiveness and efficiency of our approach.
2. THEORETICAL BASICS

In this section, we perform a theoretical investigation of the problems in finding the minimal Cartesian contour for a collection of frequent itemsets. We link this problem to the minimal biclique set cover problem and demonstrate its NP-hardness.

We first simplify our concise representation from covering the collection of frequent itemsets to covering only the maximal frequent itemsets. Let \( M_0 = \{M_1, M_2, \ldots, M_k\} \) be the set of maximal frequent itemsets under support level \( \alpha \). By definition, an itemset is maximal frequent if none of its supersets are frequent. Hence it’s easy to see that \( C(M_0) = F_\alpha \). Thus, we can simplify our problems by focusing on covering the maximal frequent itemsets.

Let \( M(X_i \otimes Y_i) \) record only the maximal itemsets covered by the Cartesian product:

\[
M(X_i \otimes Y_i) = C(X_i \otimes Y_i) \cap M_0
\]

Then, we basically want to find a list of Cartesian products, \( X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k \), such that they cover all the maximal frequent itemsets \( M_0 \):

\[
\tilde{F}_\alpha \supseteq \bigcup_{1 \leq i \leq k} M(X_i \otimes Y_i) \supseteq M_0
\]

where the \( \text{cost}\{X_1 \otimes Y_1, X_2 \otimes Y_2, \ldots, X_k \otimes Y_k\} \) is minimal.

Now we can transform our problem as a biclique set cover in the bipartite graph. Let \( S \) be the set ground to be covered. Let \( G = (A \cup B, E) \) be a bipartite graph where an edge in \( E \) connects two vertices from \( A \) and \( B \), respectively. Each edge \( e \) is associated with a subset \( S_e \subseteq S \) and \( S = \cup_{e \in E} S_e \). Let \( \alpha = (X, Y, X \times Y) \) be a subgraph of \( G \), where \( X \subseteq A \), \( Y \subseteq B \), \( X \times Y \subseteq E \). Thus, \( \alpha \) is a biclique. Let \( S(\alpha) \) be the union of sets covering all its edges, i.e., \( S(\alpha) = \cup_{e \in X \times Y} S_e \). Further, we associate a cost with each biclique \( \alpha \), denoted as \( \text{cost}(\alpha) \). Given this, the minimal biclique set cover problem is defined as follows.

DEFINITION 3. (Minimal Biclique Set Cover) Given the ground set \( S \) and a bipartite graph \( G \), where \( S = \cup_{e \in E} S_e \), we seek a set of bicliques, \( C_1, C_2, \ldots, C_k \), to cover the ground set, i.e., \( S = \cup_{1 \leq i \leq k} S(C_i) \), with the minimal cost, \( \sum_{1 \leq i \leq k} \text{cost}(C_i) \).

![Figure 1: C1,C2 of G cover the ground set](image)

Thus, we have demonstrated that our problem is an instance of the minimal biclique set cover problem.

The NP-hardness of the minimal biclique set cover can be easily observed by noting that a single biclique can represent a candidate set. In addition, we have the following NP-hardness results of our Cartesian contour problems. The Proof is omitted due to the space limit.

THEOREM 1. Problem 1 (Exact Representation) and 2 (Approximate Representation) are NP-hard.

3. ALGORITHM FOR MINIMAL BICLIQUE SET COVER

In this section, we will develop a novel algorithmic framework to handle the minimal biclique set cover problem, which is the generalization of our Cartesian contour problem. In the next section, we will consider how to leverage this framework effectively to handle our Cartesian contour problem by considering how to construct a sparse bipartite graph and how to handle the approximation.

3.1 Basic Ideas

Since our problem is essentially using bicliques of a bipartite graph \( G \) to cover the ground set \( S \). A natural approach is the greedy set cover algorithm [6]. Let \( R \) be the covered subset of \( S \). For each biclique (or sub-biclique) \( \alpha = (X, Y, X \times Y) \) in the bipartite graph \( G \), we define the price of \( \alpha \) as:

\[
\gamma(\alpha) = \frac{|X| + |Y|}{|\cup_{e \in X \times Y} S_e \setminus R|}
\]

By greedy set cover algorithm, we will choose a biclique with minimum price in each iteration until the ground set \( S \) is covered (\( R = S \)) and we will have a logarithmic approximation bound [6]. However, the problem is that the total number of bicliques in the bipartite graph \( G \) is exponential (\( O(2^{|A|+|B|}) \)). Thus, to directly apply the greedy set cover algorithm is computationally intractable as the number of candidate sets (bicliques) is too large.

Our basic strategy to tackle this problem is as follows. First, we utilize the connection between frequent itemset mining with bicliques in a bipartite graph to quickly identify “one-side maximal bicliques” (defined in section 3.3), which can be much smaller than the number of total bicliques. Then, we introduce a fundamental lemma which can select a sub-biclique from a (maximal) biclique with the cheapest price linearly and with a constant approximation bound. In the following we first introduce the fundamental lemma.

3.2 Finding Low Price Sub-biclique from Biclique in Polynomial Time

In this subsection, we introduce a fundamental lemma and algorithm to identify a sub-biclique with cheapest price. This tool
forms a basic building block of our approach to construct the minimal biclique set cover.

**Definition 4. (Cheapest Sub-biclique Problem)** Given a clique \( C = (X \cup Y, X \times Y) \), where each of its edges \( e \in X \times Y \) associates with a set \( S_e \). We would like to find a sub-biclique \( C' = (X' \cup Y', X' \times Y') \) from \( C \), where \( Y' \subseteq Y \), with the lowest covering price:

\[
\arg \min_{Y' \subseteq Y} \frac{|X| + |Y'|}{\bigcup_{e \in X \times Y'} S_e}
\]

Note that we can easily generalize this problem to consider a set of elements, denoted as \( R \), which has already been covered in the biclique. In this case, we can simply treat the set associated with each edge \( e \) as \( S_e \backslash R \). Clearly, the solution to our above problem can directly handle such generalization. Therefore, the price of a sub-biclique here is defined as \( \gamma(C') = \frac{|X| + |Y'|}{\bigcup_{e \in X \times Y'} S_e} \), which does not consider \( R \) as in Formula (1).

It is easy to see the brute-force algorithm cannot work here because the number of candidate sub-bicliques is \( 2^{|Y|} \). We will introduce a polynomial time algorithm for this problem. To explain our algorithm, we first transform it into a classical SET COVER problem setting. Let \( Y = \{Y_1, Y_2, \ldots, Y_{|Y|}\} \), and let \( C_j = (X \cup \{Y_j\}, X \times \{Y_j\}) \) be a biclique containing only a single \( Y \)-vertex and the entire \( X \) vertices, referred to as single-\( Y \)-vertex biclique. Now, we treat each \( j \)-th \( X \)-vertex biclique \( C_j \), \( 1 \leq |C_j| \leq |Y| \), as a candidate set, which covers all the elements associated with each of its edges, \( \bigcup_{e \in X \times \{Y_j\}} S_e \). Clearly, the clique \( C \) has a total of \( |Y| \) candidate sets (as well as single-\( Y \)-vertex bicliques).

Now, we consider the following variant of the set cover problem, the MAX \( k \)-COVER problem, which seeks \( k \) sets whose union has maximal cardinality. Specifically in our problem setting, Max \( k \)-COVER is to get \( k \) single \( Y \)-vertex bicliques of \( C \), such that they cover a maximal number of elements. Notice that the union of the \( k \) single \( Y \)-vertex bicliques of \( C \) actually forms a biclique. Then, the MAX \( k \)-COVER problem in this setting basically corresponds to finding a sub-biclique \((X \cup Y', X' \times Y')\) of \( k \) vertices in \( Y', |Y'| = k \), which maximizes \( \bigcup_{e \in X \times Y'} S_e \). This is equivalent to minimizing

\[
\frac{|X| + k}{\bigcup_{e \in X \times Y'} S_e}
\]

for any fixed \( k \). It is well-known that the greedy algorithm provides a bounded \((1 - \frac{1}{|Y|})\) approximation ratio to this problem [9]. Note that the difference between our Cheapest Sub-biclique Problem and the MAX \( k \)-COVER problem is that the latter needs a fixed \( k \) and the former does not have such constraint. Given this, we simply need to generalize the greedy algorithm for the MAX \( k \)-COVER problem to help identify the cheapest sub-biclique.

Our greedy procedure for the cheapest sub-biclique is as follows.

1) We initialize an empty vertex set \( Y' = \emptyset \); 2) At each iteration, we choose the single-\( Y \)-vertex biclique \( C_i \) with the maximal number of uncovered elements,

\[
\arg \max_{Y_i \subseteq (X \times Y')} \bigcup_{e \in X \times \{Y_i\}} S_e \backslash \bigcup_{e \in X \times Y'} S_e
\]

3) We try to add the vertex \( Y_i \) to \( Y' \) to build a new biclique as \((X \cup Y' \cup \{Y_i\}, X \times (Y' \cup \{Y_i\}))\). As long as the price is being reduced by the new vertex, i.e.,

\[
\frac{|X| + |Y'|}{\bigcup_{e \in X \times Y'} S_e} > \frac{|X| + |Y'| + 1}{\bigcup_{e \in X \times (Y' \cup \{Y_i\})} S_e}
\]

we add \( Y_i \) to \( Y' \). Otherwise (the new vertex does not reduce the price), we will stop the iteration, and return the current biclique \((X \cup Y', X \times Y')\) as the one with cheapest price in \( C \).

We refer to this procedure as **OptimalSubBiclique**. It has a worst case time complexity \( O(|Y|^2|X|) \), as in each iteration we need to update every single-\( Y \)-vertex biclique in \( C \), pick up a lowest-price one and add it into the current biclique. This procedure can find a \((\frac{1}{e-1})\) approximation ratio for our Cheapest Sub-biclique Problem.

**Lemma 1.** Let the \( C^* \) be the lowest-price sub-biclique in \( \{(X, Y')|Y' \subseteq Y\} \). The **OptimalSubBiclique** procedure finds a sub-biclique \( C^* \subseteq (X, Y')|Y' \subseteq Y \) such that \( \gamma(C^*) \leq \gamma(C^k) \). We can use the following procedure to find a \((\frac{1}{e-1})\) approximation ratio for our Cheapest Sub-biclique Problem.

**Proof Sketch:** Without loss of generality, let us assume the selected sub-biclique at the \( i \)-th iteration by greedily choosing the single-\( Y \)-vertex biclique with the maximal number of uncovered elements as \( C_i^* \). However, our algorithm stops at the \( t + 1 \)-th iteration (i.e., \( C^{*} = C_t^* \)) when the price stops decreasing.

To prove this lemma, we first prove the following claim: If in our **OptimalSubBiclique** algorithm, we do not stop greedily choosing and adding single-\( Y \)-vertex bicliques, the price of the later formed sub-biclique \( \gamma(C_i^*) \), \( i > t \), will be greater than the price of \( C_t^* \). Specifically, we will show:

\[
\frac{|X| + t}{f(C_t^*)} < \frac{|X| + i}{f(C_i^*)}, \text{ for any } i, \ (t < i \leq |Y|)
\]

where \( f(C_i^*) \) is the number of elements covered by sub-biclique \( C_i^* \).

To show this, it is easy to observe that the coverage size of a single-\( Y \)-vertex will never go up, i.e.,

\[
f(C_0) \geq f(C_t^*) \geq f(C_{t+1}) \geq \ldots
\]

Thus, we have for any \( i > t \),

\[
\frac{|X| + i}{f(C_i^*)} = \frac{|X| + t + (i - t)}{f(C_i^*) + \sum_{j=t+1}^{i}(f(C_j^*) - f(C_{j-1}^*))} \geq \frac{|X| + t}{f(C_t^*)}
\]

from

\[
\frac{|X| + t + 1}{f(C_{t+1})} = \frac{|X| + t + 1}{f(C_{t+1}) - f(C_t^*)} \geq \frac{|X| + t}{f(C_t^*)}
\]

Now we prove the lemma. It is straightforward that \( \gamma(C^*) \leq \gamma(C^k) \) because \( C^* \) is the lowest-price sub-biclique. Therefore we focus on the proof of \( \gamma(C^k) \leq \frac{1}{e-1}\gamma(C^*) \).

We consider the optimal sub-biclique of \( C \) for a fixed size \( k \) on the \( Y \) vertices, denoted as \( C^*_k \):

\[
C^*_k = \arg \min_{|Y'| = k, \ Y' \subseteq Y} \bigcup_{e \in X \times Y'} S_e
\]

Thus, we can redefine the cheapest price sub-biclique \( C^* \) as

\[
C^* = \arg \min_{1 \leq k \leq |Y|} \gamma(C^*_k)
\]

Given this, it is easy to see that our **OptimalSubBiclique** simply applies the MAX \( k \)-COVER greedy procedure to find a sub-biclique \( C^*_k \) at each iteration which covers a maximal number of elements \( f(C^*_k) \) for \( k \leq t + 1 \). This is within a \((1 - \frac{1}{|Y|})\) approximation ratio of the optimal one:

\[
f(C^*_k) \geq (1 - \frac{1}{|Y|})f(C^k)
\]

Then we can see

\[
\gamma(C^*_k) \leq \frac{e}{e-1}\gamma(C^*_k), \text{ because } \frac{|X| + k}{f(C^*_k)} \leq \frac{|X| + k}{(1 - \frac{1}{|Y|})f(C^k)}
\]
Put together, we have
\[
\gamma(C') \leq \min_{1 \leq k \leq t + 1} \gamma(C'_k) \leq \min_{1 \leq k \leq |Y|} \gamma(C'_k) \\
\leq \min\left(\frac{e}{e - 1} \gamma(C'_k) = \frac{e}{e - 1} \gamma(C^*)\right)
\]

\[\Box\]

Figure 2 shows an example of \textit{OptimalSubBiclique}: Given biclique \(C\) as shown in (1), we first choose the single-Y-vertex biclique \(Y_3 \cup \{X_1, X_2, X_3\}\) with the greatest number (here is 4) of uncovered elements and put it into \(C'\), as shown in (2). Then \(\gamma(C'_1) = 4/4 = 1\). Following the same rule, secondly we choose the single-Y-vertex biclique \(Y_2 \cup \{X_1, X_2, X_3\}\) with 3 uncovered elements and put it into \(C'\), as shown in (3). Then \(\gamma(C'_2) = 5/7\). Lastly we choose the single-Y-vertex biclique \(Y_1 \cup \{X_1, X_2, X_3\}\). Now it has only 1 uncovered element and the price \(\gamma(C'_3) = 6/8\), which is greater than 5/7. Therefore we revert the last step and the final output is the biclique \(C'_3\) as shown in (3).

### 3.3 The Biclique-Covering Algorithm

Based on \textit{OptimalSubBiclique} and Lemma 1, we can find low-price sub-biclique, where one-side is fixed, from a given biclique. To release the power of this tool, we introduce the notion of one-side maximal biclique. Given a bipartite graph \(G = (A \cup B, E)\), for a biclique \(C = (X \cup Y, X \times Y)\), where \(X \subseteq A, Y \subseteq B\) and \(X \times Y \subseteq E\), if we add an extra vertex to \(X\), it will not be a biclique of \(G\), then, we refer to it as a \(A\)-side maximal biclique. Similarly, we refer to it as \(B\)-side maximal biclique. In other words, for instance, a \(B\)-side maximal biclique of \(G\) can be simply written as
\[\{X \cup B(X), X \times B(X)\}\]
where \(B(X) = \{b(x, b) \in E \mid x \in X\}\) simply includes all the vertices in \(B\), which links to every vertex in \(X\). An \(A\)-side or \(B\)-side maximal biclique is called as a one-side maximal biclique.

It is easy to see that if a biclique is both \(A\)-side maximal and \(B\)-side maximal, it is a \textit{maximal biclique} [12].

Recall in the SET COVER greedy algorithm (Subsection 3.1), we need to find a biclique with lowest price, which needs an enumeration of \(O(2^{\frac{1}{2}|A| + |B|})\) bicliques of \(G\). We can achieve such a task using the \(B\)-side maximal biclique and the \textit{OptimalSubBiclique} procedure as follows. Let \(U\) be the set of all \(B\)-side maximal bicliques of \(G\):
\[U = \{\{X \cup B(X), X \times B(X)\}\}\]

Then, we can visit each \(B\)-side maximal biclique of \(U\) and invoke the \textit{OptimalSubBiclique} procedure to find its lowest price subbiclique, and then choose the one with lowest price among these subbicliques (a total of \(|U|\)). However, the number of bicliques in \(U\) is still in the order of \(O(2^{\frac{1}{2}|A|})\). To bring down the number of exponential \(B\)-side maximal bicliques, we propose to approximate \(U\) using frequent itemset mining technique. This is quite interesting as our initial goal is to concisely represent a collection of frequent itemsets, and its solution also needs frequent itemset mining, though on a different transactional database which is derived from the bipartite graph.

### Frequent itemsets and One-side Maximal Bicliques

To reveal the relationship between frequent itemsets and one-side maximal bicliques, we will have to represent the bipartite graph \(G = (A \cup B, E)\) as a transactional database \(D(G)\). Let each row correspond to a vertex in \(A\) and each column corresponds to a vertex in \(B\) and if an edge between a vertex \(a\) and \(b\), then, we have \(D(a, b) = 1\). For a support level \(\beta\), let \(F_\beta[D(G)]\) be the collection of all frequent itemsets whose support is greater than or equal to \(\beta\). Further, for a frequent itemset \(I \in F_\beta[D(G)]\), let \(T(I)\) be its supporting transactions, i.e., the transactions have \(I\) as the subset. Then, we can see the Cartesian product \(I \times T(I) = \{(i, t) \mid i \in I\text{ and } t \in T(I)\}\) corresponds to a \(B\)-side maximal biclique \((I \cup T(I), I \times T(I))\) of \(G\), where \(I \subseteq A\) and \(T(I) \subseteq B\).

\[\Box\]

Figure 3: Representing a bipartite graph as a transactional database

Given this, we construct the following set of \(B\)-side maximal bicliques to approximate \(U\):
\[U_\beta = \{(X \cup B(X), X \times B(X)) \mid X \in F_\beta[D(G)] \cup A\}\]

Clearly, it includes only those \(B\)-side maximal bicliques, whose \(A\)-subsets either correspond to a frequent itemset in the transactional database \(D(G)\), or contain a single vertex in \(A\) (for the completeness of set cover). Note that this allows us to utilize the fast frequent itemset mining algorithms to construct the set \(U_\beta\).

As an example, figure 3(1) is a transactional database converted from the bipartite graph shown in figure 1(1). Given \(\beta = 0.5\), figure 3(2) shows a \(B\)-side maximal biclique (there are 9 in total).

**Overall Algorithm**: The general sketch of our biclique-covering algorithm is illustrated as Algorithm 1, which takes \(G, U_\beta\) as input. In each iteration it will find the lowest-price sub-biclique (with \(\gamma\) on the \(A\) side) from each biclique \(C(X \cup B(X), X \times B(X)) \in U_\beta\) using the \textit{OptimalSubBiclique} procedure (Line 4). Then it selects the cheapest \(C'\) from the set of selected sub-bicliques (Line 5). \(C'\) will be added into the set of \textit{Bicliques_Found} (Line 6). Set \(R\) which records the covered elements which are associated with each edge in the bipartite graph, and will be updated accordingly (Line 7). The while loop terminates when the ground set \(S = \cup_{e \in E} S_e\) is covered, i.e., \(R = S\) (Line 3-8).

We note that there are well-established techniques to speedup the greedy set cover procedure [16, 14] and both our \textit{BicliqueCover} algorithm and \textit{OptimalSubBiclique} procedure can employ them. The basic idea of these techniques is to maintain a priority queue of the candidate sets and sort them based on their price. However, since the price of each candidate set cannot decrease (since more elements are being covered, i.e., \(R\) grows), we can apply this property to prune the search space for each iteration significantly. Due to the space limitation, we omit the details here.
This algorithm has a bounded approximation ratio with respect to the candidate sets $U_\beta$ as stated in Theorem 2. The proof is omitted due to the space limit.

**Theorem 2.** The Biclique_Cover algorithm has $\frac{\ln(n)}{\ln(2)} + 1$ approximation ratio with respect to the candidate set $U_\beta$.

**Time Complexity of Biclique Cover Algorithm:** Here, we consider the worst case time complexity of our algorithm (the speedup techniques are not considered since they typically do not reduce the worst case time complexity.) Further the BicliqueCover procedure assume the frequent itemsets of the transactional database $D(G)$ transformed from the bipartite graph is given. Thus, the overall running time for the minimal biclique set cover problem is the time of running the frequent itemsets mining algorithm, which we do not consider for the time complexity analysis of BicliqueCover algorithm.

The worst case time complexity of the BicliqueCover algorithm is $O(\beta |G| + |A|(|A| + |B|^2) + k)$, where $k$ is the number of bicliques in the final result. Assume the while loop in Algorithm 1 runs $k$ times. Each time it chooses a $C'$ with minimum $\gamma(C')$ from $U_\beta$, which contains no more than $|F_a|$, where $|F_a|$ is the number of bicliques in $U_\beta$. The OptimalSubBiclique procedure takes $O(B^2|B| |A|)$ time. Since we need to do so for every biclique in $U_\beta$, it takes $O(\beta |G| + |A|(|A| + |B|^2) + k)$ time. In addition, we note that $k$ is bounded by $|F_a|$, since each biclique in $U_\beta$ can be visited at most $|B|$ times. Thus, we conclude that our BicliqueCover algorithm runs in polynomial time with respect to $|F_a|$, $|A|$ and $|B|$.

4. **Fast Construction of Cartesian Contour**

In the previous section, we present the BicliqueCover algorithm for the minimal biclique set cover algorithm. Following the discussion in Section 2, we will try to transform the Cartesian contour problem into a minimal biclique set cover problem. However, the time to construct the bipartite graph $G = (A \cup B, E)$ can significantly affect the efficiency of the algorithm. This is because our algorithm relies on finding the itemsets in the transactional database $D(G)$, which correspond to the bipartite graph $G$. If $G$ is very dense, then the itemsets of $D(G)$ even with a high support level may be very large. Besides, since $A$ corresponds to the items (columns) in the transactional database, we also need $A$ to be small. Otherwise, the search space for the itemsets is too large. Given this, it is clear that the simple transformation as described in Section 2, which lets $A$ and $B$ contain all frequent itemsets $F_a$, and links an edge between two itemsets if their union is in $F_a$, is prohibitive for a large number of maximal frequent itemsets. In the following, we will introduce several techniques which help with constructing sparse bipartite graphs and present our overall algorithm for deriving a concise Cartesian Contour representation for a large number of (maximal) frequent itemsets.

4.1 **Closed Itemsets for $A$ and $B$**

In this subsection, we introduce a method to reduce the size of vertex sets $A$ and $B$ of the bipartite graph. Recall our goal is to use general Cartesian products (i.e., bicliques) to cover the collection of maximal frequent itemsets $M_a$ with minimum cost. The process is similar to the “factorization” of the $M_a$, i.e., finding the factors (the common itemsets) shared by a group of maximal itemsets. Considering a Cartesian product $X \times Y = \{X_1 \cup Y_1, \ldots, X_l \cup Y_l\}$ covering $l \times m$ maximal itemsets, then, each $X_i$ is contained in at least $l$ maximal itemsets and each $Y_i$ is contained in at least $m$ maximal itemsets. Thus we are interested in finding a complete set of “maximal factors” such that they are the largest subsets which are shared by a number of maximal itemsets in $M_a$.

**Definition 5.** (Maximal Factor Itemsets) An itemset $X$ is a maximal factor itemset of $M_a$ if the following two conditions hold: 1) $X \subseteq M_a \cap M_1 \cap \ldots \cap M_l$ where $\{M_1, M_2, \ldots, M_l\}$ is a subset of $M_a$; and 2) There does NOT exist another subset $X'$ such that $X' \subset X$ and $X' \subseteq M_a \cap M_1 \cap \ldots \cap M_l$.

The definition of maximal factor itemsets has the following important property which enables us to reduce the size of $A$ and $B$:

**Given a maximal factor itemset $X$ which is a subset of $M_a \cap M_l \cap \ldots \cap M_1$ and $X' \subset X$, if**

$$X' \otimes Y = \{Y_1, Y_2, \ldots, Y_k\} = \{M_1, M_2, \ldots, M_k\}$$

then, $X \otimes Y' = \{Y_1, Y_2, \ldots, Y_k\} = \{M_1, M_2, \ldots, M_k\}$

However, the reverse is not always true. Therefore, it is not hard to see that $X'$ is a redundant information for our Cartesian contour (exact representation) problem as we can always use $X$ to replace $X'$. Regarding efficiency, we do not consider the the approximate representation problem here (for constructing $A$ and $B$). The next subsection will deal with that.

Now the problem is how we can find the maximal factor itemsets for $M_a$. The following lemma builds the connection between the notion of maximal factor itemsets and the notion of closed itemsets. Given a transaction database, a closed itemset is an itemset all of whose immediate supersets do not have the same support as its. In the context of frequent itemset mining, we typically give a minimum support and refer to the closed itemsets whose support is no less than the minimum support as the frequent closed itemsets. In other words, the closed itemsets are the frequent itemsets with support zero.

**Lemma 2.** For a collection of maximal frequent itemsets, $M_a$, we construct a transactional database $DB(M_a)$, which records each maximal itemset in $M_a$ as a unique transaction. Thus, the database has a number of $|M_a|$ transactions. Then, the closed itemsets of $DB(M_a)$ are maximal factor itemsets of the collection of maximal itemsets $M_a$.

For simplicity, we omit the proof here. Given this, we utilize only the closed itemsets in $A$ and $B$, which is much less than the number of frequent itemsets.
4.2 Sparse and Dense Bipartite Graphs

Even though we have reduced the size of $A$ and $B$, we still need to consider how to reduce the edge density of the bipartite graph. Recall the straightforward solution is simply connecting two itemsets (vertices) if their union is in the expanded frequent itemsets $F_\alpha$. Clearly, this will make the bipartite graph very dense. However, if we construct a sparse bipartite graph, we may lose some good biclique candidates (or Cartesian products).

To deal with this problem, we introduce a novel “two-bipartite-graphs” technique. First, we construct a sparse bipartite graph $G_s$, which is used for finding the frequent itemsets with support $\beta$, $F_\beta[D(G_s)]$. Then, we construct a dense bipartite graph $G_d$, which is used to build the set of $B$-side maximal bicliques, $U_\beta$.

**Sparse Bipartite Graph $G_s$:** We construct the edge set $E_s$ for the sparse bipartite graph $G_s = (A \cup B, E_s)$ as follows: two vertices $(a, b)$ have an edge if and only if the union of their corresponding itemsets is a maximal frequent itemset.

**Dense Bipartite Graph $G_d$:** We construct the edge set $E_d$ for the sparse bipartite graph $G_d = (A \cup B, E_d)$ as follows: two vertices $(a, b)$ have an edge if and only if the union of their corresponding itemsets is in the expanded set of frequent itemsets $F_\beta$.

Given this, after we find the frequent itemsets from $G_s$, we construct the candidate biclique set as

$$U_\beta = \{(X \cup B(X), X \times B(X)) | X \in F_\beta[D(G_s)] \cup A, B(X) \text{ is the supporting transactions in } G_d\}$$

The idea is to reduce the number of frequent itemsets through the sparse bipartite graph ($|F_\beta[D(G_s)]|$ is small). Then, we use the dense graph to build a larger biclique by incorporating more vertices from $B$ into each candidate biclique. Since our Optimal-SubBiclique performs linear search over the vertices from $B$ in each candidate biclique, we can traverse a large number of sub-bicliques without compromising the efficiency.

### 4.3 Iterative Algorithm

The last technique we consider is to handle the case where a large number of closed itemsets are being produced from $DB(M)$. In this case, we consider iteratively invoking the BicliqueCover procedure, and utilize the frequent closed itemset here. Basically, we apply a minimum support $\delta$ for $DB(M_\alpha)$ and reduce it gradually in each round. Since we do not expect to cover $M_\alpha$ in a single pass, we can also further shrink the size of $A$ and $B$, by splitting those frequent closed itemsets into two disjoint parts. For instance, we can put all the itemsets whose size is smaller than a threshold in one dataset and the rest in another one. Then, we always let $A$ be the part which has smaller number of itemsets, to reduce the search space of frequent itemset mining. In addition, we let $A$ and $B$ each contain an empty itemset so that coverage will be complete after several passes.

Given this, our overall procedure is as follows:

1) **Find the frequent closed itemsets in** $DB(M_\alpha)$;
2) **Split those discovered itemsets into** $A$ and $B$;
3) **Construct the sparse and dense bipartite graphs,** $G_s$ and $G_d$, respectively;
4) **Find the frequent itemsets in** $D(G_s)$ and build $U_\beta$, the set candidate bicliques, by using $G_d$, $A$, and $F_\beta[D(G_s)]$;
5) **Invoke the BicliqueCover procedure to cover maximal frequent itemsets**;
6) **Remove the covered maximal itemsets from** $M_\alpha$;
7) **Reduce the minimum support $\delta$ gradually and then repeat the above steps until** $M_\alpha$ is empty (all maximal itemsets are covered).

Consider the dataset of table 1 as a running example: Given sup-

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1/9</td>
<td>1/30</td>
<td>1/10</td>
</tr>
</tbody>
</table>

**Table 2: $M_\alpha$**

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$D$</th>
<th>$E$</th>
<th>$F$</th>
<th>$G$</th>
<th>$H$</th>
<th>$I$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
<td>G</td>
<td>H</td>
<td>I</td>
<td>J</td>
</tr>
</tbody>
</table>

**Table 3: frequent closed itemsets in** $DB(M_\alpha)$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>1/9</td>
<td>1/30</td>
<td>1/10</td>
</tr>
</tbody>
</table>

**Figure 4:** (1) sparse and dense bipartite graph (2) three bicliques that cover the frequent itemsets $F_\alpha$

### 5. RELATED WORKS

Our work is closely related to the goal defined by the spanning set approach [1]. In this work, the authors propose to use $K$ itemsets as a concise representation of a collection of frequent itemsets. Basically, the $K$ itemsets are chosen to maximally cover the collection of frequent itemsets. They consider two important cases: 1) if the $K$ itemsets themselves are frequent, i.e., being chosen from the collection, there will be no false positive coverage. Based on the down-closure property, a subset of any of the $K$ itemsets must be frequent. 2) if the $K$ itemsets can be chosen outside the collection, they require that those $K$ itemsets satisfy a certain false positive ratio. They further show that finding such $K$ itemsets corresponds to the classical set-cover problem and thus is NP-hard. The well-known greedy algorithm is applied to find the concise representation. The main differences between their work and ours are in the
following three aspects: 1) First, their work is a special case of our work as a spanning itemset $X$ in [1] is simply a Cartesian product between itself and an empty set, i.e., $\{X\} \times \{\emptyset\}$. Indeed, in our work, we do incorporate such cases into consideration by allowing one side of Cartesian product to be an empty set. Careful readers should have observed that in Figure 4(1) there are two non-labeled vertices which actually represent empty sets. 2) Secondly, the goal of their work is to use a small number of itemsets to maximally represent the collection of frequent itemsets. Thus, their work typically can cover only a proportion of the frequent itemsets. Specifically, if no false positive is allowed, the approach in [1] essentially need all the maximal frequent itemsets. In this sense, there will no reduction in terms of the conciseness. While in our work, we focus on representing all the frequent itemsets using a small number of itemsets. 3) Finally, our representation scheme based on the Cartesian product between itemsets is clearly different from [1] and we develop a set of novel techniques utilizing the set cover and MAX $k$-COVER approach to discover such a scheme.

Several methods consider to restoring the frequency for the collection of frequent itemsets. Yan et al.’s work [19] introduces a pattern-profile approach. It partitions the itemsets into $K$ clusters, and all frequent itemsets in a cluster are estimated based on the item-independence assumption. Wang et al. [15] propose the construction of a global Markov random field (MRF) model to estimate the frequencies of frequent itemsets. This model utilizes the dependence between items, specifically, the conditional independence, to reduce their estimation error. Jin et al. [10] derive a regression-based approach to cluster the frequent itemsets and restore the itemset frequency based on the regression model. However, these approaches cannot provide a global view of the collection of frequent itemsets and their power to predict which itemsets are frequent or not seems also to be limited by their frequency restoration error. Our goal here is different as we focus on the concise representation of the collection of frequent itemsets. It is an interesting research problem as to how this approach can contribute to the itemset frequency restoration.

Finally, our problem is also related to the hyperrectangle covering problem [16]. However, as we discussed in Subsection 2, this problem is only a special case of the minimal biclique cover problem, and the method developed in [16] cannot handle our problem. Even though both works link their roots to the set cover problem, this work has developed a set of new techniques to handle the complexity of using bicliques for set cover. Especially, we develop a fundamental lemma based on the MAX $k$-Cover to approximate the low-price sub-bicliques from a clique and techniques to employ the minimal set cover problem for the Cartesian contour representation.

6. EXPERIMENTAL RESULTS

In our experimental evaluation, we will focus on answering the following questions:

1. How does Cartesian contour representation summarize the collection of frequent itemsets?

2. How does the approximate representation performs compared with the exact representation?

3. How fast can we construct such representation?

Here, we report our experimental evaluation on 4 real datasets and 1 synthetic dataset. All of them are publicly available from the FIMI repository. The basic characteristics of the datasets are listed in Table 4. Borgelt’s implementation of the well-known Apriori algorithm [3] was used to generate frequent itemsets. The maximal frequent itemsets and closed maximal frequent itemsets are generated by MAFIA algorithm [4], which is publicly available online. Our algorithms were implemented in C++ and run on Linux 2.6 on an Intel Xeon 3.2 GHz with 4GB of memory.

For each dataset, we vary the support level from high to low. We perform both the exact Cartesian contour representation and the approximate Cartesian contour representation. For the approximate representation, we specify the expanded collection of frequent itemsets $F_{\alpha}$ as follows. For each $F \in F_{\alpha} \backslash F_{\alpha-}$, we require there is at least one maximal frequent itemset $M \in M_{\alpha}$, such that $F$ is very close to $M$ with only one item difference.

Table 5 shows the results for real datasets connect, chess, and pumsb, respectively. We can see that on average the exact representations need around 16% to 37% less number of itemsets than the number of maximal itemsets. Most numbers of Cartesian products for the representations are on the order of low tens. The approximate representation needs much less number of itemsets to cover all the frequent itemsets. On average, they only need around 60% of the number of itemsets required by the exact representation.

Table 6 and 7 show the experimental results for real dataset retail and synthetic dataset T40I10D100K, respectively. In both results, the cost of exact representation is a little higher than the number of Cartesian products. We found that this is because one side of the Cartesian product contains only one or few itemsets or is simply an empty set, and the other side contains a large number

of frequent itemsets. However, as we allow approximation, we can reduce the representation cost significantly.

In Table 8, we can also observe that as $\alpha$ decreases, both the total number of frequent itemsets and the exact representation cost increases. However, the number of Cartesian products for the exact representation decreases. Note that the representation cost in the present work is the total number of itemsets used in all the Cartesian product, and our algorithm focuses on minimizing this cost. A reason to choose this criteria is that we can always do the exact representation with one side of the Cartesian product being an empty set and the other side being the set $M_{oi}$. In this case, using a single Cartesian product, we may cover a large number of frequent itemsets, but this product does not provide much compression than simply listing each individual frequent itemsets. In general, if one side of the Cartesian product has only very few itemsets and then other side has many, the representation cost would also be high even the Cartesian product can cover a large number of itemsets. As we mentioned before, most of the Cartesian product found in both real dataset retail and synthetic dataset $T40I10D100K$ have such characteristic. Indeed, this also explains why in Table 9 the number of Cartesian products for some approximate representation is higher than that for the exact representation, but the approximate representation cost is smaller.

In addition, our algorithm is rather efficient. On average, it takes around 277s, 52s, 116s, and 1s to generate the exact representation for datasets connect, chess, punsh, and retail, respectively; it takes around 261s, 50s, 56s, and 1s to generate the approximate representation for datasets connect, chess, punsh, and retail, respectively. For the synthetic dataset, it takes on an average of 140s and 424s to produce the exact and approximate representations, respectively.

### 7. CONCLUSIONS

In this paper, we introduced a Cartesian contour representation for covering the entire collection of frequent itemsets by the observation that shorter itemsets interact with each other to produce longer frequent itemsets. We use the generalized Cartesian product to formalize such interaction and allows the concise representation of a collection of frequent itemsets. We transformed our representation problem as an instance of the minimal biclique covering problem. Based on this, we first developed a general approach for the minimal biclique covering problem. Then, we developed several techniques to adapt this general approach to the Cartesian contour construction. Our experimental evaluation shows that our approach is both effective and efficient to concisely represent the collection of frequent itemsets. In the future, we are interested in utilizing this representation for restoration of the frequent itemset frequency, and to derive generative model for frequent itemsets.
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